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Abstract

Recent work on radiance fields and volumetric inverse
rendering (e.g., NeRFs) has provided excellent results in
building data-driven models of real scenes for novel view
synthesis with high photorealism. While full control over
viewpoint is achieved, scene lighting is typically “baked”
into the model and cannot be changed; other methods only
capture limited variation in lighting or make restrictive as-
sumptions about the captured scene. These limitations pre-
vent the application on arbitrary materials and novel 3D
environments with complex, distinct lighting. In this pa-
per, we target the application scenario of capturing high-
fidelity assets for neural relighting in controlled studio con-
ditions, but without requiring a dense light stage. Instead,
we leverage a small number of area lights commonly used
in photogrammetry. We propose ReNeRF, a relightable ra-
diance field model based on the intuitive and powerful ap-
proach of image-based relighting, which implicitly captures
global light transport (for arbitrary objects) without com-
plex, error-prone simulations. Thus, our new method is
simple and provides full control over viewpoint and light-
ing, without simplistic assumptions about how light inter-
acts with the scene. In addition, ReNeRF does not rely on
the usual assumption of distant lighting – during training,
we explicitly account for the distance between 3D points in
the volume and point samples on the light sources. Thus, at
test time, we achieve better generalization to novel, contin-
uous lighting directions, including nearfield lighting effects.

1. Introduction
Neural 3D scene representations such as Neural Radi-

ance Fields (NeRFs) and volumetric neural rendering [28,
29] have recently demonstrated the ability to model the real
3D world with impressive ease and photorealism, making
this task as easy as capturing a short video using a smart
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Figure 1. We propose ReNeRF, a relightable neural radiance field
trained on multi-view imagery captured under simple OLAT area
lights (left). Once trained, our method allows re-rendering under
novel viewpoints and illumination conditions, including both en-
vironment maps and nearfield light sources (right).

phone. NeRFs can synthesize novel images from controlled
and arbitrary viewpoints, thus enabling virtual fly-throughs
within captured scenes [24, 46, 47]. In addition, these tech-
niques are highly valuable in many applications (e.g., fea-
ture films, games, VR, AR, telepresence), whose virtual en-
vironments can be populated with photoreal 3D assets sim-
ply by photographing the real world. In this paper, we target
the application scenario of capturing such high-fidelity ren-
dering assets within controlled studio conditions, leveraging
existing photogrammetry hardware.

NeRFs represent 3D objects and scenes using neural net-
works (multilayer perceptrons, or MLPs) to model a contin-
uous look-up function that encodes the density and color at
any 3D point within the observed volume of space. As a key
limitation, the scene lighting is typically fixed (“baked”)
into the model’s colors and cannot be altered. As such,
a model captured within a particular lighting environment
(e.g., in studio) cannot be rendered photorealistically within
another environment that has its own, distinct lighting con-
ditions (e.g., in a feature film). Therefore, we require the
ability to photorealistically relight these neural field mod-



els in order to extend their usefulness to a larger variety of
applications. Although there have already been attempts at
making NeRFs relightable (see Section 2), the techniques
proposed so far provide limited control over lighting, pho-
torealism, generalization to different scene materials and il-
lumination, or ease of capture and training. Most previous
methods further break down in the presence of nearfield il-
lumination changes, which pose additional challenges over
the traditional assumption of distant illumination.

To address these limitations, we present a technique
for building high-quality, relightable neural radiance fields
(ReNeRFs) from images captured in studio conditions, that
can achieve full control over camera viewpoint while re-
lighting for any illumination, including nearfield lighting.
Our method is inspired by the simplicity and effectiveness
of image-based relighting (IBRL) [35, 13], a data-driven ap-
proach to model complex global illumination in scenes with
arbitrary materials, without explicit light transport simula-
tions. IBRL exploits light superposition to photorealisti-
cally perform relighting by linearly combining a discrete
number of basis images, captured under one-light-at-a-time
(OLAT) conditions. While IBRL is essentially 2D and as-
sumes distant lighting and fixed viewpoints, our ReNeRF
method is fully 3D and supports novel views while ex-
plicitly accounting for the distance between 3D points in
the scene and on the light sources, thus capturing nearfield
lighting effects. In addition, ReNeRF learns to nonlinearly
interpolate a continuous OLAT basis at variable distances,
effectively performing OLAT super-resolution and general-
izing to novel lighting conditions. We show how this model
can be learned using only a few area light sources that are
often employed for in-studio photogrammetry, therefore not
requiring complex and dense light stage setups.

2. Related Work
The literature on NeRF models has been growing incred-

ibly fast, with many works devoted to improving rendering
quality [2, 48, 27], geometry representation [36, 50], de-
formation [49, 41, 15, 38, 39], scene size [24, 46, 47], and
rendering speed [12, 14, 16, 30, 54]. As most of that work
is orthogonal to our contributions, this section focuses on
relightable NeRFs, 2D IBRL and its extensions of to 3D.

Related work aimed at making NeRFs relightable has fo-
cused on decomposing scene shape, reflectance, and illumi-
nation. Given the highly ill-posed inverse rendering prob-
lem, all these methods require at least one of the follow-
ing: (1) precomputed surface geometry (difficult with thin
structures, unsuitable for non-solids) [22, 59, 53], (2) pre-
defined BRDF or phase function [44, 6, 5, 56, 60, 32, 55],
(3) simplified lighting model (distant lighting, smooth light-
ing) [20, 7, 43], or (4) simplified light transport model (no
shadowing, no translucency, direct-only or simplistic indi-
rect illumination) [44, 58, 56, 52, 32, 7, 9, 19, 8]. Addi-

tionally, most methods represent materials and light trans-
port with a static (colored) albedo and neutral shading; these
simplistic models cannot account for complex effects such
as changes in surface color due to light passing through
thin volumes (e.g., human ears, nostrils). Combined, the
above assumptions limit relighting quality on actual real-
world scenes with complex geometry, materials, and light
transport (e.g., human heads with intricate reflectance and
geometry). Our work is free of such assumptions and per-
forms photorealistic relighting in free viewpoints without
prescribed models for shape, material, or light transport.

An approach that does not require explicit parameter-
ization and simulation is to condition the model on a
learned latent code that captures the changes in appear-
ance due to changes in the lighting conditions [24, 46, 47];
some methods combine a coarse scale NeRF-like model
with convolutional 2D upsampling on the rendered image
plane [11, 34, 18]. This conditioning strategy is often used
to tolerate small variability in lighting but does not provide
an explicit and intuitive mechanism to control lighting.

IBRL [35, 13] is a technique for hyper-realistically mod-
ifying the lighting of a real scene after it has been pho-
tographed (or for relighting rendered virtual scenes) from
fixed viewpoints. Since light is additive, relighting is
achieved via a simple linear combination of a set of ba-
sis images, which are captured under time-multiplexed, di-
rectional (OLAT) lighting from a small number of cam-
era viewpoints [25]. IBRL guarantees photorealistic re-
sults with full camera resolution but it is essentially a 2D
technique. As another drawback, IBRL requires capturing
images under the illumination of a dense light stage with
complex and expensive hardware. Attempts at extending
IBRL from 2D to 3D have so far predominantly used mesh-
based representations, leading to the natural application of
IBRL in 2D texture space [17, 26, 57, 4]. In comparison
to NeRFs, these mesh-based methods are limited to mod-
eling relatively smooth surfaces and cannot properly repre-
sent non-solids and high-frequency geometry in thin struc-
tures such as fur and human hair. Here, we extend the idea
underlying IBRL to enable the relighting of NeRFs, thus al-
lowing for full control over both (continuous and arbitrary)
lighting and viewpoint. Other 2D methods use U-Nets to
predict albedo and normal maps and relight portrait im-
ages [37, 33]; these methods cannot synthesize novel views
and present inconsistent results across real views.

Two works are closer in spirit to our approach. Neural
light-transport fields (NeLFs) [45] train an MLP to output,
for each 3D point, a discrete OLAT basis (a 128-vector) that
is multiplied with a small 8 × 16 environment map. Neu-
ral radiance transfer fields (NRTFs) [22] train an MLP to
model a continuous light transport function within the field.
These two methods share common limitations: (1) they as-
sume distant lighting and do not model nearfield lighting;



(2) to avoid requiring a dense light stage to capture train-
ing data, synthetic OLAT images are rendered and used for
training. Thus, to simulate light stage data, these methods
go back to inaccurate 3D meshes and require simplifying as-
sumptions about materials and light transport in the scene.
They still require explicit and complex simulations for train-
ing, and the real light transport is not captured in the real
training data, going against the key ideas of IBRL. As we
will show, ReNeRF captures more comprehensive volumet-
ric light transport including nearfield lighting using a simple
capture setup, allowing to relight complex objects like hu-
man faces in arbitrary environments from novel views.

3. Relightable Neural Radiance Fields
ReNeRF is inspired by IBRL, where the idea is to cap-

ture a number of images of an object lit from many different
OLAT directions and blend the resulting 2D images linearly
to create synthetic renditions of the object under novel light-
ing. We extend this concept to NeRFs by capturing multi-
view images of an object lit by a few small area-OLATs and
construct a NeRF model that disentangles point-OLATs and
allows to relight the object from novel viewpoints and novel
light positions, including nearfield lights.

Next, we will describe our capture setup and data prepa-
ration methods (Section 3.1), followed by our light trans-
port model for nearfield lighting within a NeRF framework
(Section 3.2). We then outline the ReNeRF architecture for
rendering with point (Section 3.3) and more general lighting
(Section 3.4), followed by the training details (Section 3.5).

3.1. Data Capture and Preprocessing

As we target the application scenario of capturing high-
quality rendering assets under controlled in-studio condi-
tions, we seek to leverage existing photogrammetry hard-
ware that is considerably simpler than dense light stages.
Our capture setup consists of 10 video cameras and 32 area
light sources (LED bars), spread around the frontal hemi-
sphere of a small capture volume of about 0.3m3, as illus-
trated in Fig. 2 (left). On average, the LED bars and cameras
are placed at about 1 meter from the captured objects. All
cameras and light sources operate in sync. The LED bars
are triggered as OLATs, and we add a “full ON” and “full
OFF” condition (for dark frame subtraction) for a total of 34
lighting conditions that are captured in under 1.5 seconds at
24 fps. An example set of OLAT images obtained from a
frontal camera is illustrated in Fig. 2 (right). Our 32 light
sources are in stark contrast with the 331 sources used in
recent work [25, 17, 26, 57] and 460 sources in Bi et al. [4].
In our experiments in Section 4, we also show results from
training on only 16 area-OLATs. We do not require polar-
ization filters for lights and cameras.

We calibrate camera positions (extrinsics and intrinsics)
using standard stereo vision tools and color-correct images

Figure 2. Capture setup for in-studio photogrammetry: layout of
10 video cameras and 32 area lights (LED bars) placed around
the frontal hemisphere of the captured volume (left); and 32 area-
OLAT images captured under the lighting of one LED bar (right).

using a color chart. As another standard practice, we cap-
ture multi-view images of a mirror sphere showing all light
sources. Given the known sizes of the mirror sphere and
rectangular LED bars, we triangulate their 3D positions fol-
lowing the method of Xu et al. [51]. Although not needed
by our new method, we construct LatLong environment
maps of all 34 lighting conditions for comparison with base-
line methods in Section 4. This complete calibration is done
only once and then re-used for different captured objects.
Finally, precise calibration of (white) LED-bar intensities is
not needed for our new method because they are optimized
together with our neural network weights during training.

Our cameras include four narrow-baseline stereo pairs,
Fig. 2 (left), used for traditional depth estimation via binoc-
ular stereo [3]. The resulting depth provides weak supervi-
sion for our 3D density fields (Section 3.5). Finally, when
capturing non-static, live objects such as human heads,
we follow the usual procedure and apply optical flow [10]
alignment against the full-ON image in each view [25], to
remove small involuntary motion from the set of OLATs.

3.2. Image Formation Model

To derive our new model for nearfield light transport,
we begin with the familiar rendering equation [40], which
defines a generic representation of the radiance Lo(x, ωo)
leaving the 3D point x in the outgoing direction ωo,

Lo(x, ωo) = Le(x, ωo) (1)

+

∫
Ω

f(x, ωi, ωo)| cos θi|Li(x, ωi)dωi.

This equation accounts for radiance that is emitted, re-
flected, and transmitted within the scene. Le(·) and Li(·)
are the emitted and incident radiances, while f(·) is the
bidirectional scattering distribution function (BSDF); θi and
dωi are the incidence and solid angles, respectively.

To capture global light transport without a prescribed
BSDF f(·), nor complex recursive simulation, we encap-



sulate this model into a data-driven light transport function
Ft(·) for a given light source. We model a small, nearfield
area light A as a set of Np uniformly-spaced near point
lights, each with a position p and an intensity Le(p),

Lo(x, ωo, A) =
1

Np

∑
p∈A

Ft

(
x,

p− x

dpx
, ωo

)
Le(p)

d2px
. (2)

This model explicitly accounts for nearfield lighting by de-
riving the incident lighting direction ωi =

p−x
dpx

from the 3D
positions p and x and the Euclidean distance between them,
dpx, which attenuates the intensity of light. In contrast, re-
lated work [45, 22] considers only distant point sources and
ωi is therefore spatially constant. Borrowing from IBRL, ωi

does not represent the actual path along which light arrives
at x; it is simply a label used to index the OLAT basis. The
continuous OLAT basis learned by ReNeRF will implicitly
capture the complex light transport in the scene.

Volumetric rendering is accomplished by incorporating
Eq. 2 into the rendering procedure of a standard NeRF, as
illustrated in Fig. 3(a). The RGB color C of each image
pixel u under area light A is rendered by integrating 3D
points xi sampled along the pixel’s ray ωo(u) that is cast
through the volume,

C(ωo, A) =
∑
i

Ti

(
1− e−σiδi

)
Lo(xi, ωo, A), (3)

where δi = ∥xi+1 − xi∥2 and Ti is the accumulated trans-
mittance defined by the densities σi = σ(xi) [28]. Full
control over viewpoint and lighting is thus achieved with
the rendering model in Eq. 3. Given the principle of light
superposition, this new model generalizes to arbitrary light-
ing (including distant lighting in an environment map) by
summing the contributions of multiple area lights at differ-
ent positions and sizes. Rendering can be implemented ef-
ficiently for scenes with many lights; most MLP layers are
evaluated only once per sample xi (Section 3.4).

By training a NeRF MLP to encode the new radiance
model Lo(·) in Eq. 2, we enable our ReNeRF method to
learn global light transport Ft(·) from training images cap-
tured under area-OLAT lighting. In this process, ReNeRF
learns to disentangle individual point-OLAT sources p and
achieves good generalization over other nearlight positions
(distances and directions) not captured in the training data.

3.3. ReNeRF Architecture

As in a standard NeRF, ReNeRF represents the captured
volume implicitly within an MLP, whose architecture is out-
lined in Fig. 3(b). This neural network includes the usual
input and outputs of other NeRFs, with a novel input: the
point light sources within the area light A. ReNeRF repre-
sents the light transport function Ft(·) in Eq. 2 using three
main elements: a NeRF MLP, an OLAT MLP, and a spheri-
cal codebook of learned OLAT codes, as described next.

Figure 3. Our image formation model and ReNeRF architecture:
(a) volumetric rendering with a nearfield OLAT basis (indexed by
the light direction ωi) that continuously varies across the 3D points
xi within the volume. Our ReNeRF architecture (b) includes a new
OLAT MLP that is conditioned on NeRF features and a learned
OLAT code associated with ωi. The output comprises density, dif-
fuse color, and spherical harmonics coefficients for specular color.

The NeRF MLP takes as input a single 3D point xi, and
outputs density σi and a 256-d vector fi of neural features,

[σi, fi] = NeRF(xi). (4)

In contrast to a standard NeRF, we replace the subsequent
radiance MLP by our novel OLAT MLP, which is condi-
tioned on both fi and another 256-d vector with a learned
point-OLAT code, oωi

, and produces diffuse color cid and
specular coefficients cis as

[cid, cis] = OLAT(fi,oωi
). (5)

The view-dependent specular coefficients cis ∈ RK̂ are
modeled within a low-frequency spherical harmonics (SH)
subspace of order 3 (K̂ = 9). This constraint enforces
smoothness across viewpoints ωo [54, 49] and can be re-
laxed when training with denser sets of camera views. The
outgoing radiance at xi, under point light p, is then

Lo(xi, ωo,p) =

(
cid + cTisSH(ωo)

)
Le(p)

∥xi − p∥2
. (6)

Finally, the spherical codebook provides a natural em-
bedding of the full set of learned OLAT codes oωi on a
3D sphere. This representation brings two key benefits:
(1) it provides an intuitive way to index the learned OLAT



codes using the direction ωi; and (2) it defines the natu-
ral space (neighborhood) for interpolating novel codes not
seen during training, thus helping achieve generalization to
new lighting at test time. To implement a continuous code-
book that encodes our continuous OLAT basis and allows
for smooth interpolation, a straightforward solution is to
adopt an order-K spherical harmonics parameterization,

oωi
= C SH(ωi) with C ∈ R256×K2

. (7)

This representation effectively couples the optimization of
all OLAT codes and the problem becomes solving for a
vector-valued function defined on the 3D sphere and com-
pactly represented by the learned coefficient matrix C
above. We set K = 5 for a continuous, smooth OLAT basis.

To implement this spherical codebook, combined with
our OLAT MLP, note that matrix C is itself a linear operator
(fully-connected layer) that can be trivially embedded into
the first layer of the OLAT MLP. Therefore, in practice, we
simply concatenate fi and SH(ωi) and feed this longer vec-
tor to the OLAT MLP, which computes the OLAT code oωi

only implicitly. While this can be seen as position-encoding
ωi with the SH basis, we will leverage the interpretation
in Eq. 7 in our training loss as a way to regularize the code-
book C (a sub-block in the first MLP layer). For a more
detailed description of the layers in our network architec-
ture, please refer to the supplementary material.

3.4. Using Area Lights & Environment Maps

The ReNeRF architecture in Fig. 3(b) considers only a
single point light p at a time. To render with an area light or
environment map we can approximate the complex lighting
by multiple point sources that are either near or very distant,
respectively. We then return to the idea of IBRL and create
multiple renders (one per point source) and combine them
in image-space to create the final render. In this process,
the NeRF MLP needs to be evaluated only once for each
3D point xi. The output neural features fi are then re-used
to evaluate the OLAT MLP multiple times, once per point
source p. The contributions of the light sources are aggre-
gated simply by summing the output diffuse and specular
colors. At test time, when rendering with a LatLong envi-
ronment map (distant lighting), we feed a direction ωi that
is taken from each pixel position in the LatLong and use the
pixel intensity to directly replace the term Le(p)

∥xi−p∥2 . Here,
Le(p) can be any RGB color. However, at training time,
our calibrated area sources are modeled as white lights.

3.5. Training

During training, ReNeRF’s network weights (including
the codebook) and the area OLAT intensities Le(p) (uni-
form over each LED bar) are optimized together as to min-
imize the sum of the different losses defined below. Unless

stated otherwise, we train each ReNeRF model using 32
area-OLAT images captured under 10 camera viewpoints,
for a total of 320 images for each captured object.

Our rendering loss encourages the model to reproduce
the color C∗

n(u) of each pixel u in the n-th training image,

LRGB = λRGB

∑
n,u

∥∥γ(C∗
n(u))− γ(Cn(u))

∥∥2
2
. (8)

Here, Cn(u) is the rendered pixel obtained from Eq. 3 and
Eq. 6, and λRGB is a predefined, fixed weight for the loss.
This loss is taken after applying standard sRGB gamma γ(·)
correction to the pixel values, to better fit shadowed areas
(undertones), while de-emphasizing highlights slightly.

To constrain the density field, we compute background
(matting) masks Mn and use them to penalize density along
rays that go through empty space. The depth maps D∗

n(u),
precomputed by our pairs of stereo cameras (Section 3.1),
provide weak supervision for the NeRF’s expected depth
Dn(u) at each pixel,

Lσ =
∑

u∈Mn
n,i

λm|σi|+
∑

u/∈Mn
n

λD∥D∗
n(u)−Dn(u)∥22. (9)

When the precomputed depth is inaccurate (e.g., for furry
or hairy objects), we enable depth supervision only in the
first 10K iterations, as a means to speed up convergence.

As observed by Li et al. [20], we found that L2-norm reg-
ularization prevents undesired attenuation of the rendered
specular colors, encoded by the SH coefficients cis in Eq. 5.
To enforce smoothness and avoid overfitting, we also apply
similar regularization to the SH coefficient matrix C of our
OLAT codebook, within the first layer of the OLAT MLP,

LSH = λs

∑
n,i,u

∥cis∥22 + λw∥C⊙W∥2F . (10)

Here, ∥ · ∥F is the Frobenius norm, ⊙ is the element-
wise product, and W is a matrix with weights where
Wi,j = (k + 1) when Ci,j corresponds to a SH coeffi-
cient of order k. These weights are used to penalize high-
frequency terms more strongly.

To encourage smoothness throughout the ReNeRF net-
work, we also apply a simplified Lipschitz regularizer [21].
Let Ml be the weight matrix of MLP layer l and let ∥Ml∥∞
be the weight with the highest absolute value, we define

Lw = λw

∑
l

∥Ml∥∞. (11)

We train ReNeRF with weights λRGB = 1, λD = 0.002,
λm = λs = 0.01, λw = 0.001. A high λs = 10 is set in the
first 10K iterations to force radiance to be predominantly



Figure 4. ReNeRF renderings for three captured real scenes: a furry dog, a plate with wax candles, and a human head. These scenes include
a variety of materials with complex light transport. We show ReNeRF’s ability to render the scene under novel views (fixed lighting), novel
lighting directions (fixed view), and under an approaching near point light. For additional examples, please see the supplemental video.

explained by the diffuse component. We position-encode
the input points xi using 10 frequency bands. During the
first 150K iterations, we train with Np = 1 point source p
per LED bar (at the center); we then add two other sources
(Np = 3) at the extremities of each bar, which is sufficient
due to the smoothness of our codebook. As we use a plain
NeRF MLP without recent extensions to accelerate render-
ing [30], training time can be quite long. For the results
presented next, we limit the image resolution to 384 × 512
(unless stated otherwise). At this resolution, we train each
ReNeRF model with an Adam optimizer for about 200K it-
erations with a batch of 8K rays, or approximately 28 hours
on a single NVidia RTX3090 GPU.

4. Results
This section presents results of ReNeRF, trained on both

real and synthetic datasets, and demonstrates the ability to
generate renditions of different objects under novel views
and lighting conditions with high photorealism. The new
results are also analyzed in comparison to those obtained
with alternative model designs and baseline methods in the
literature. Please refer to the supplemental material for the
complete set of renderings and comparisons.

Novel views and relighting. We now demonstrate how
ReNeRF effectively extends the novel view synthesis capa-
bilities of a NeRF with the simplicity and photorealism of
IBRL. We trained a ReNeRF model for different real scenes
with a variety of complex materials, as captured within our
photogrammetry setup. The toy dog in Fig. 4 (left) has shiny
eyes and long furs that introduce complex self-occlusion
and self-shadowing, making it particularly challenging to
capture and re-render (see mesh-based result in the supple-
mental material). The ceramic plate with three wax can-
dles in Fig. 4 (middle) also shows complex shadows and
light transport including subsurface scattering. In addition,
the human head in Fig. 4 (right) is comprised of semi-
translucent skin, shiny eyes and teeth, and thin structures

Figure 5. ReNeRF models rendered within two new, distant light-
ing environments encoded by LatLong maps (shown on the back-
ground). The real full-ON image (top) is also shown for reference.

on scalp hair that cannot be easily modeled by traditional
mesh-based methods [42, 23]. As ReNeRF is purely data-
driven and free of simplifying assumptions, it successfully
learns to render these complex scenes under novel views
and lighting with high photorealism. This includes not only
rendering the object under a continuously varying lighting
direction, but also under a point light that moves extremely
close to the scene and intensifies the nearfield lighting ef-
fects. A shown in Fig. 4 and in the supplemental video, the
motion of surface highlights and cast shadows realistically
correspond to the 3D motion of the near point source.

Rendering with environment maps. One of the main
application scenarios that we target is in capturing high-
fidelity 3D assets that can be rendered photorealistically in
novel environments with their own distinct lighting. Fig. 5
and the supplemental material show pre-trained ReNeRF
models rendered within different environments whose dis-



Figure 6. Diffuse and specular radiances are disentangled by ReN-
eRF without polarization filters, keeping the capture setup simple
and facilitating inspection of the light transport model. These ren-
ders correspond to the first and last columns, third row of Fig. 4.

tant lighting is encoded in a LatLong map. These results
suggest that different virtual environments could be popu-
lated with high-quality assets simply by capturing images
in-studio, using a photogrammetry hardware setup that is
more affordable and less complex than dense light stages.

Diffuse-specular separation. ReNeRF can successfully
learn to represent diffuse radiance separately from specular
radiance, without requiring polarization filters in front of
lights or cameras [42, 23], keeping our setup simple. Fig. 6
shows the separate diffuse and specular rendering layers for
the models in Fig. 4 (bottom row), under a near point light.
While the toy dog always shows specular reflections due
to the complex fur geometry, the smoother surfaces of the
candles and face become more diffuse as the point light gets
very close and specular reflection is directed towards the
side views. This results shows that ReNeRF is generalizing
well to represent nearfield lighting not seen at training time.

Decomposing area-OLATs. Instead of a dense array of
distant point lights, our capture setup includes a small num-
ber of near area lights. Thus, the ReNeRF model not only
needs to account for and interpolate near point lighting,
but it also has to decompose the area-OLAT lighting in the
training data into point-OLAT lighting. Fig. 7 and the sup-
plementary video show that modeling the lighting of each
LED-bar as the contribution of three near point lights is
enough to learn a continuous basis of point-OLATs, due to
our smooth spherical codebook representation.

Lighting extrapolation. Our 32 area lights are spread out
as to cover most of (but not all) the frontal hemisphere
around the captured scene. Here we evaluate how well a
pre-trained ReNeRF model generalizes to novel lighting di-
rections outside this incomplete hemisphere. As a refer-
ence for comparison, we also train a modified version of
our method, ReNeRF(D), that models distant (directional)
lighting, as in [22, 45]. We train both models on our real
head dataset of Fig. 4 (right) and, at test time, render a
near point light that is initially 20cm in front of the nose,
Fig. 8 (left). This light source then gradually rotates about

Figure 7. A training image captured under the light of a single LED
bar (top left), and the 3 point-OLATs sampled during training (top
right) for learning our continuous point-OLAT basis. The insets
show the moving shadow under the learned point-OLATs.

Figure 8. Lighting extrapolation with a near point light rotating to
the left of the person, within a horizontal plane.

the face, within a horizontal plane, towards the left side of
the person, Fig. 8 (right). As shown in the figure, extrap-
olation with the distant lighting model ReNeRF(D) breaks
down at 80o, earlier than 120o with our nearfield model,
which sees a bigger variety of directions ωi during training.

Quantitative relighting evaluation. We now evaluate
ReNeRF trained on five real datasets with only half of the
32 area-OLAT sources, holding the images of the other 16
area-OLATs for validation. We compare ReNeRF against
the distant lighting methods ReNeRF(D), NeRF-SHL [20],
NeRFactor [58] and a simplified NeRF-W [24] with 64D
and 128D lighting codes. For each method and dataset, we
computed PSNR over the complete validation set with 16
OLATs in 10 views, as shown in Table 1. Since NeRF-
W cannot take an environment map for controllable re-
lighting, at test time we had to fit its lighting code to the
GT validation images. This is done only for PSNR com-
parison. ReNeRF achieves comparable PSNR scores with
NeRF-W(128D), while no additional test time optimiza-
tion is needed, and outperforms the other baselines on all
datasets. The supplemental file shows that ReNeRF is bet-
ter than NeRF-W at inter- and extrapolating light codes due
to its novel codebook model. Fig. 9 (top) shows relight-
ing errors of ReNeRF and the baselines on example val-
idation OLAT lighting. To compare relighting errors un-



Figure 9. Relighting error on unseen validation images with novel illumination: (top) real datasets under an area light (OLAT), (bottom)
synthetic dataset under envmap lighting. ReNeRF provides better relighting (smaller errors) in comparison to the three baseline methods.

der environment lighting (since no GT is captured), we ad-
ditionally train ReNeRF and the baselines on a synthetic
dataset [1] (32 point OLATs, 10 cameras) and results are
shown in the last row of Fig. 9. NeRFactor models only
direct illumination and heavily relies on surfaces extracted
from a pretrained NeRF; it cannot produce convincing ren-
derings. NeRF-SHL often cannot reproduce sharp shadows
and tends to render with more uniform (smooth) lighting.
Finally, another issue is that many related baselines (e.g.,
NeRF-SHL, NeRFactor) are parameterized by albedo and
its diffuse shading has a neutral color. Thus, they cannot
capture changes in light chromaticity as it passes through
thin object layers. To illustrate this issue, we trained a mod-
ified ReNeRF-albedo model with similar parameterization,
and verified that it could not represent light going through
the nostril of the person in Fig. 10. The ReNeRF model
that we propose here does capture this effect. More details
on the experimental setup, baseline implementations, and
other comparisons are given in the supplemental material.

5. Conclusion

We present ReNeRFs, relightable neural radiance fields
inspired by the simple and powerful image-based relighting
method. A ReNeRF is trained on multiview images of an

Figure 10. White light passing through a thin layer (nostril) picks
up color before exiting. Models parameterized by albedo and
neutral-color radiance (right) cannot model this effect.

Table 1. Relighting PSNR on validation OLATs.

Method Dog Candles Head1 Head2 Head3

NeRF-SHL 30.31 27.97 32.46 31.74 37.27
NeRFactor 24.50 24.77 28.04 27.09 32.32
NeRF-W(64D) 30.20 29.12 32.78 33.03 38.14
NeRF-W(128D) 31.63 30.14 34.40 32.73 38.14
ReNeRF(D) 30.64 28.94 32.98 32.21 37.87
ReNeRF 31.17 29.49 34.04 33.04 38.14

object captured under a small number of OLAT area lights,
removing the need for dense light stage hardware. The new
model is simple and does not require complex light trans-
port simulations nor overly simplistic assumptions about
how light interacts with the observed scene. Once trained, a
ReNeRF model can render the neural field from novel view-
points and under novel illumination, with high photorealism
and including nearfield lighting. ReNeRF is thus a practi-



cal approach for capturing high-quality rendering assets to
populate virtual environments in different applications.

A limitation of our current implementation is the long
training and evaluation time as we need to query the OLAT
MLP once per point light (a 512x384 image takes 25s to
render with a point light, and 11min with a 144-direction
environment map). However, ReNeRF will naturally bene-
fit from faster NeRF architectures [12, 31] in future work.
Also, ReNeRF at times renders smoothed specular high-
lights due to (1) the SH model for specular radiance that
handles sparse training views, and (2) the sRGB gamma
correction applied in the render loss.
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