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Fig. 1. We encode the motion of a reference video into a novel motion-text embedding using a frozen, pre-trained image-to-video diffusion model. This
optimized motion-text embedding can then be applied to different starting images to generate videos with semantically similar motions. The general nature of
our motion representation allows for successful motion transfer even when objects are not spatially aligned, across various domains, and for multiple objects.
Additionally, our method supports multiple types of motions, including full-body, face, camera, and even hand-crafted motions.
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Recent years have seen a tremendous improvement in the quality of video
generation and editing approaches. While several techniques focus on editing
appearance, few address motion. Current approaches using text, trajectories,
or bounding boxes are limited to simple motions, so we specify motions
with a single motion reference video instead. We further propose to use a
pre-trained image-to-video model rather than a text-to-video model. This

approach allows us to preserve the exact appearance and position of a target
object or scene and helps disentangle appearance from motion.

Our method, called motion-textual inversion, leverages our observation
that image-to-video models extract appearance mainly from the (latent)
image input, while the text/image embedding injected via cross-attention
predominantly controls motion. We thus represent motion using text/image
embedding tokens. By operating on an inflated motion-text embedding
containing multiple text/image embedding tokens per frame, we achieve a
high temporal motion granularity. Once optimized on the motion reference
video, this embedding can be applied to various target images to generate
videos with semantically similar motions.
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Our approach does not require spatial alignment between the motion
reference video and target image, generalizes across various domains, and
can be applied to various tasks such as full-body and face reenactment, as
well as controlling the motion of inanimate objects and the camera. We
empirically demonstrate the effectiveness of our method in the semantic
video motion transfer task, significantly outperforming existing methods in
this context.

Project website: https://mkansy.github.io/reenact-anything/

CCS Concepts: « Computing methodologies — Image processing; Mo-
tion processing; Learning from demonstrations.
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1 Introduction

The ability to generate and edit videos has rapidly advanced thanks
to diffusion models, enabling applications in filmmaking, market-
ing, and beyond. However, controlling how objects move in gen-
erated videos—the semantics of motion—remains challenging and
largely underexplored. Many existing methods excel at editing ap-
pearance but struggle to intuitively control motion. For example,
even state-of-the-art image-to-video models like Stable Video Dif-
fusion [Blattmann et al. 2023a] offer little control over motion, i.e.,
only by modifying the random seed or adjusting micro-conditioning
inputs like frame rate, neither of which is easily interpretable.

To make motion control more intuitive, we propose a new task:
semantic video motion transfer from a reference video to a target
image. Specifically, we aim to generate a video that replicates the
semantic motion of a motion reference video while preserving the
appearance and spatial layout of a target image. Crucially, we do
not aim to copy pixel-wise trajectories but rather to transfer the
meaning of the motion, even when objects are misaligned — for
instance, producing a subject performing jumping jacks on the left
side of the frame even if the motion reference was centered.

We identify two key challenges for this task: appearance leakage
from the motion reference video and object misalignment. To tackle
appearance leakage, we employ an image-to-video rather than a
text-to-video model and do not fine-tune the model. To the best of
our knowledge, we are the first to use an image-to-video model for
general motion transfer. To address object misalignments between
the motion reference video and the target image, we introduce a
novel motion representation that eliminates the need for spatial
alignment by not having a spatial dimension in the first place.

Our motion representation is based on our observation that image-
to-video models extract the appearance predominantly from the
image (latent) input, whereas the text/image embedding injected via
cross-attention mostly controls the motion. We therefore propose
to represent motion with several text/image embedding tokens,
together referred to as motion-text embedding, that we optimize
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on a given motion reference video. Thereby, our inflated motion-
text embedding enables us to preserve the timing of the motion
video very precisely, which is crucial for applications such as visual
dubbing. Our approach, named motion-textual inversion, is general
in nature and works for various types of motions and objects.!
Perhaps surprising at first, it turns out that while words are not
ideal for describing motions, their embeddings can describe motions
exceptionally well. Fig. 1 shows exemplary results of our method,
including motion transfers to multiple (misaligned) objects.
To summarize, our contributions are:

(1) We introduce the semantic video motion transfer task in an
image-to-video setting.

(2) We observe that text/image embeddings of image-to-video
diffusion models store and affect motion and leverage them
as a general and compact motion representation.

(3) We propose motion-textual inversion, a novel method that
optimizes multiple text/image embedding tokens on a motion
reference video and transfers the learned motion to target
images.

(4) We demonstrate superior performance over existing motion
transfer approaches.

2 Related Work

Our goal is to develop a general reenactment method that requires
no large-scale domain-specific training. Given the impressive cross-
domain translation capabilities of diffusion models [Hertz et al. 2023;
Parmar et al. 2023; Tumanyan et al. 2023] and the rise of video gener-
ation models [Bar-Tal et al. 2024; Blattmann et al. 2023a; Brooks et al.
2024; Chefer et al. 2025; Kong et al. 2024; Yang et al. 2025], we employ
a diffusion-based video model for our general task to capitalize on its
broad and general priors. In contrast, the most related non-diffusion
methods, JOKR [Mokady et al. 2022] and AnaMoDiff [Tanveer et al.
2024], operate under more constrained conditions, typically requir-
ing a target video, assuming mostly planar 2D motions, and lacking
support for natural backgrounds.

In the following sections, we focus on video motion editing ap-
proaches based on video diffusion models. In the supplementary
material, we discuss additional related works on domain-specific
reenactment [Chan et al. 2019; Drobyshev et al. 2022; Guo et al.
2024b; Hsu et al. 2022; Karras et al. 2023; Li et al. 2023; Ma et al.
2024a; Nirkin et al. 2019; Tu et al. 2024a,b; Wang et al. 2024a, 2021;
Yang et al. 2020; Zhu et al. 2024; Zuo et al. 2024], keypoint-based
motion transfer [Hedlin et al. 2023; Luo et al. 2023; Ni et al. 2023;
Siarohin et al. 2019, 2021; Tang et al. 2023; Zhang et al. 2024a, 2023a;
Zhao and Zhang 2022], image and video generation [Guo et al. 2024a;
Ramesh et al. 2022; Saharia et al. 2022; Wang et al. 2023b], and the
inversion-then-generation framework [Ceylan et al. 2023; Garibi
et al. 2024; Geyer et al. 2024; Harsha et al. 2024; Liu et al. 2024; Meral
et al. 2024; Mokady et al. 2023; Pondaven et al. 2024; Wang et al.
2023a; Xiao et al. 2024; Yang et al. 2023; Zhao et al. 2023].

1Independently, a concurrent work, LEAD [Andreou et al. 2024], introduced the term
motion textual inversion to describe their approach of applying textual inversion [Gal
et al. 2023] to a text-to-motion model. While the names are similar, the underlying
methods differ significantly.
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2.1 Video Motion Editing with Explicit Motions

Existing methods for controlling motion with sparse control signals
like text [Dai et al. 2023; Li et al. 2024b; Molad et al. 2023; Yan et al.
2023], boxes [Chen et al. 2024; Jain et al. 2024; Li et al. 2024b; Ma
et al. 2024b; Wang et al. 2024e], trajectories [Chen et al. 2023a; Geng
et al. 2024; Li et al. 2024c, 2025; Mou et al. 2024; Niu et al. 2024;
Qiu et al. 2024; Wu et al. 2024b; Yin et al. 2023; Zhou et al. 2024],
keypoints [Gu et al. 2024; Niu et al. 2024; Tanveer et al. 2024], or
camera motions [Bahmani et al. 2024; Cheong et al. 2024; He et al.
2024; Hou et al. 2024; Hu et al. 2024; Li et al. 2024c; Wang et al.
2024c; Wu et al. 2024c; Xu et al. 2024; Yang et al. 2024; Zheng et al.
2024] are limited to simple motions in most practical scenarios and
may require manual prompting. On the other hand, dense motion
trajectories [Burgert et al. 2025; Chen et al. 2023b; Gu et al. 2025;
Wang et al. 2024d; Zhang et al. 2024b] may leak the motion reference
video’s spatial structure, thus often failing in unaligned scenarios.

2.2 Video Motion Editing with Implicit Motions

In contrast to the methods discussed above, the methods in this sec-
tion use less interpretable motion representations. Specifically, fine-
tuning approaches encode motions in model weights, and inversion-
then-generation approaches extract motions from model features
or attention maps.

2.2.1 Fine-Tuning. Approaches based on fine-tuning [Bi et al. 2025;
Jeong et al. 2024; Materzyniska et al. 2024; Ren et al. 2024; Wei et al.
2024; Wu et al. 2023; Zhang et al. 2023b; Zhao et al. 2024] involve
fine-tuning a model on one or several motion reference videos, sim-
ilar to DreamBooth [Ruiz et al. 2023]. The methods primarily differ
in the parts of the model they fine-tune and the techniques they
use, such as LoRA [Hu et al. 2022], to train only the components
responsible for motion. However, in practice, they often inadver-
tently learn the reference video’s appearance as well, which can
hinder generalization to new target object appearances. We make a
similar observation to Wu et al. [2024a], namely that conditioning
the diffusion model on the image helps the model concentrate on
learning motion.

2.2.2  Inversion-then-Generation. Approaches based on the inversion-
then-generation paradigm [Bai et al. 2024; Ling et al. 2024; Yatim
et al. 2023] extract model features such as attention maps from the
motion reference video (e.g., via DDIM inversion [Song et al. 2020]),
which are then incorporated into the diffusion process of the gen-
erated video. This helps replicate the reference video’s structure
in the output. However, these approaches struggle when there are
significant differences between the locations and geometries of the
reference and target objects, leading to misaligned semantic features
being injected or enforced.

2.2.3  With Different Spatial Layout. Most of the one-shot reference-
based methods produce videos with motions that are mostly spatially
aligned with the motion reference video, i.e., they follow the layout
as well as the subject scale and position of the reference video. We
thus argue that many of these works [Jeong et al. 2024; Yatim et al.
2023; Zhang et al. 2023b] can be considered as an advanced form of
appearance transfer rather than motion transfer. We focus on the
general case where layouts may not align, a less explored scenario.
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Unlike existing methods [Materzynska et al. 2024; Wei et al. 2024;
Wau et al. 2024a; Zhao et al. 2024], which use multiple motion videos
to avoid overfitting to a single layout, we transfer motion from a
single reference video with precise temporal alignment. Also, instead
of relying on text to loosely define the subject’s appearance [Li et al.
2024a; Materzynska et al. 2024; Ren et al. 2024; Wang et al. 2024b], we
aim to generate videos that seamlessly continue from a given target
image. Concurrently, Wang et al. [2024b] propose an approach that
also learns a motion embedding while keeping the model frozen,
but they do not incorporate a target image and appear to overfit to
the reference video’s layout.

3  Method

We propose to transfer the semantic motion of a motion reference
video to a given target image by motion-textual inversion. We thereby
optimize a set of text/image embedding tokens, which we refer to
as motion-text embedding, for the motion reference video using a
pre-trained image-to-video diffusion model.

3.1 Preliminaries

3.1.1 Diffusion. Diffusion models [Ho et al. 2020; Song et al. 2021]
consist of two processes. In the forward process, Gaussian noise is
iteratively added to a clean data sample x( until it is approximately
pure noise. In the reverse process, starting with pure noise xr, a
learnable denoiser Dy iteratively removes noise to obtain a sample
that matches the original data distribution pg,t,. We follow the
continuous-time framework [Karras et al. 2022; Song et al. 2021],
where the denoiser is trained via denoising score matching:

2
E(xo,c)~pdata (x¢,¢),(o,n)~p(o,n) [As1[Dg(x0 +n;50,¢) — X0||2], (1)
where X is a clean data sample and ¢ an arbitrary conditioning sig-
nal from the original data distribution pgats; p(o,n) = p(c)N (n;0, 62),
where p(o) is a probability distribution over noise levels o, and n is
noise; and A5 : Ry — R4 is a weighting function. The denoiser Dy
is parameterized as
Dg(x;0) = Cskip (0)x + cout (0) Fg (cin(0)X; cnoise (0)), (2
where Fg is the neural network to be trained; cgyp (o) modulates
the skip connection; coyt(0) and cjy (o) scale the output and input
magnitudes respectively; and cpojge (0) maps noise level o into a con-
ditioning input for Fg. For more details, please refer to EDM [Karras
et al. 2022].

3.1.2 Latent Diffusion. Latent diffusion models [Rombach et al.
2022] operate in the latent space rather than in pixel space to reduce
computation and thus enable higher resolutions. First, an encoder
& produces a compressed latent z = &(x). Then, we perform the
diffusion process over z. Lastly, a decoder D reconstructs the latent
features back into pixel space.?

3.1.3 Baseline. Stable Video Diffusion (SVD) [Blattmann et al. 2023a]
is a video latent diffusion model trained in three stages: 1. A text-
to-image model [Rombach et al. 2022] is trained or fine-tuned on
(image, text) pairs. 2. The diffusion model is inflated by inserting
temporal convolution and attention layers following Blattmann

2To maintain consistency in notation, we use x for the diagrams and method description,
even though the diffusion process actually occurs in latent space.
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Text input: “A white horse walking.”

Text input: “A pink horse walking”
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Fig. 2. Observation 1. In image-to-video models, the image input primarily dictates the appearance of the generated videos. For example, 12VGen-XL [Zhang
et al. 2023c] generates a video of a predominantly white horse from a white horse image, even when the input text specifies the horse’s color as “pink.”

CLIP image embedding: Real horse

CLIP image embedding: Toy horse
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Fig. 3. Observation 2. In image-to-video models, text/image embeddings significantly influence the generated motions. Swapping the CLIP [Radford et al.
2021] image embeddings of a real horse and a toy horse in Stable Video Diffusion [Blattmann et al. 2023a] results in a swap of the motions in the output videos.
This suggests that the real horse’s embedding encodes a walking motion, while the toy horse’s embedding encodes camera motion without object movement.

et al. [2023b] and then trained on (video, text) pairs. 3. The diffusion
model is refined on a smaller subset of high-quality videos with
exact model adaptations and inputs depending on the task (text-to-
video, image-to-video, frame interpolation, multi-view generation).
For image-to-video generation, the task is to produce a video given
its starting frame. The starting frame is supplied to the model in
two places: as a CLIP [Radford et al. 2021] image embedding via
cross-attention (replacing the CLIP text embedding from the text-
to-video pre-training) and as a latent repeated across frames and
concatenated channel-wise to the video input. Additionally, the
model is micro-conditioned on the frame rate, motion amount, and
strength of the noise augmentation (applied to first frame latent).

3.2 Motivation

Transferring the motion of a reference video to a given target poses
two key challenges, which our design solves quite naturally.

3.2.1 Challenge 1: Appearance Leakage. Fine-tuning a text-to-video
model on a single reference video to learn its motion risks overfit-
ting to its appearance, hindering the generation of correct target
appearances during inference. We demonstrate that using a frozen
image-to-video model can preserve the target appearance without
any of the special mechanisms from the literature.

By design, image-to-video models generate videos from a starting
frame, naturally preserving the input appearance. We observe that
image-to-video models primarily derive the appearance from the
image (latent) input, even with an additional text input, as shown
in Fig. 2. This is likely because the model can directly copy (latent)
pixels from the first frame instead of hallucinating them from the
sparse text input. This strong reliance on the image input reduces the
chance of the reference video’s appearance leaking through. To fur-
ther minimize the risk of appearance leakage, we keep the model’s
weights frozen, so they cannot possibly store the reference video
appearance. This also helps retain the rich video understanding and
generalization capabilities of the pre-trained model.
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3.2.2  Challenge 2: Handling Object Misalignment. Our goal is to
generate videos where subjects perform the same semantic actions,
even if they are in different spatial locations or orientations. Han-
dling misaligned objects is especially important when using image-
to-video models because the subject’s position is determined by the
input image, which typically does not match the position in the
motion reference video.

As discussed in Section 2.2.2, existing methods using the inversion-
then-generation framework inject features from the motion refer-
ence video into the generated video, making it closely follow the
reference structure. Arguably, these methods do not copy the mo-
tion at its origin but rather the per-frame structure that results from
a motion (e.g., rough object positions). For the general, unaligned
case, these features would first need to be aligned spatially to avoid
injecting the structure in the wrong place. This alignment is chal-
lenging since the final positions in the generated video are unknown
during the diffusion process as they depend on the motion.

We forgo the alignment problem by representing motions with
text or image embedding tokens that do not have a spatial dimension
in the first place. Our novel motion representation was motivated
by the observation shown in Fig. 3. While SVD generated walking
motions for an image of a real horse, it generated no object but
mostly camera motion for an image of a pink toy horse, perhaps
because the model learned that toys do not move.> Recall that SVD
has the first frame as input in two places: as image latent and as
CLIP [Radford et al. 2021] image embedding. When using the image
latent of the real horse but the CLIP embedding of the toy horse,
the horse in the generated video does not move. Inversely, the toy
horse starts walking when using the CLIP embedding of the real
horse, implying that the CLIP embedding affects the motion. We
believe that these embeddings are not just affecting the motion but
are actually the main origin of the motion.

3Image was generated using the method by Tumanyan et al. [2023].
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| Motion-text embedding m*

Repeated first frame

Denoised video X,

Noisy video x, Diffusion model

Motion ref. video Xg

Repeated first frame

Diffusion model Generated video
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Fig. 4. Method overview. The baseline image-to-video diffusion model, Stable Video Diffusion [Blattmann et al. 2023a] in our case, inputs the first frame in two
places: as image (latent) concatenated with the noisy video and as image embedding (some other image-to-video diffusion models may input text embeddings
here instead). We propose to replace the image embedding e (shown in red in the inference block) with a learned motion-text embedding m* (green). The
motion-text embedding is optimized directly with a regular diffusion model loss on one given motion reference video x¢ while keeping the diffusion model
frozen. For best results, the motion-text embedding is inflated prior to optimization to (F + 1) X N tokens, where F is the number of frames and N is a
hyperparameter, while keeping the embedding dimension d the same to stay compatible with the pre-trained diffusion model. Note that the diffusion process
operates in latent space in practice, and other conditionings and model parameterizations [Karras et al. 2022] are omitted for clarity.

Our intuition for why the text/image embeddings determine the
motion (which may be surprising at first) is as follows: Videos can
be divided into appearance and motion. Appearance is tied to the
spatial arrangement of pixels, making it easier to extract it from spa-
tial inputs like image latents. Motion depends on how pixels change
over time, requiring a more global, semantic understanding. Thus, it
is more effective to modify motion using image embeddings, which
contain more semantic information, have no spatial dimension, and
are injected in multiple places of the model. Furthermore, SVD was
initially trained as a text-to-video model, with CLIP text embed-
dings describing motions like “standing,” “walking,” or “running,’
incentivizing the model to control motion through cross-attention
inputs to effectively denoise training videos.

3.3 Motion-Textual Inversion

While using embeddings from different images can alter the gen-
erated motion, it does not transfer the motion robustly. Moreover,
selecting a specific frame to define a desired motion is difficult since
motion is rarely captured by a single frame. To address this, we pro-
pose optimizing the embedding based on a given motion reference
video, which bears some resemblance to textual inversion [Gal et al.
2023]. In analogy to textual inversion, we name our method motion-
textual inversion.* Note, however, that our method has a completely
different goal: using embeddings to encode video motion rather
than image appearance.

Fig. 4 shows a high-level overview of our method. Given a sin-
gle motion reference video xg containing F frames, we optimize
the motion-text embedding m directly by minimizing the diffusion
model loss from Equation 1, keeping the diffusion model frozen:

m" = arg Min B x, ¢) ~ pya (x0,0), (0,0)~p (o0)
m (3)

[As1IDg(x0 +n;0,m, ¢) — xol|2],

“In our implementation, it is actually an image embedding, but we refer to it as “motion-
textual inversion” since SVD’s image and text embeddings share the same CLIP space,
and other I2V methods use text embeddings instead. Also, it feels more intuitive to
represent motions as text rather than an image.

where ¢ encompasses all remaining conditionings of SVD (e.g., first
frame latent, time/noise step, and micro-conditionings). All other
symbols are defined in Equations 1 and 2.

The optimized motion-text embedding can be visualized with an
unconditional appearance as seen in Fig. 1 and further described in
the supplementary material.

3.4 Motion-Text Embedding and Cross-Attention Inflation

Cross-attention allows the model to dynamically attend to different
tokens (~ words in text-to-image and text-to-video) depending on
the current features or context. It is computed as follows:

T

. QK
Attention(Q, K, V) = MV = softmax( )V,
Vda 4)

Q = 0i(ze)Woi, K = mWg ;, V = mWy ;,

where Q, K, V are the queries, keys, and values respectively; M is
the attention map; d, is the dimension used in the attention opera-
tion; ¢;(z;) is an intermediate representation of the level i features
with C; channels; m is the motion-text embedding (or text/image
embedding e in case of baseline SVD) with embedding dimension d;
and Wp; € RE¥4a, Wy ; € R%da, and Wy, ; € R%9a are learned
weight matrices for queries, keys, and values respectively.

SVD’s image embedding only has one token. This leads to a
degenerate cross-attention where all entries of the attention map M
are 1, as shown in Fig. 5a. The model thus attends 100% to that single
token and applies its value to all spatial and temporal locations.

3.4.1  Multiple Tokens. To enable richer motion control, we replace
the single token with N tokens, recovering the scenario from the
text-to-image or text-to-video pre-training. This allows the model
to dynamically attend to different tokens depending on the features,
e.g., using different values for the background and foreground as
seen in the spatial cross-attention maps in Fig. 5b.

3.4.2 Different Tokens per Frame. For spatial cross-attention, SVD
broadcasts the image embedding across all frames. Instead, we use
a different set of tokens per frame, i.e., F X N tokens, to obtain a

SIGGRAPH Conference Papers 25, August 10-14, 2025, Vancouver, BC, Canada.
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(a) Default SVD: Since the image embedding e has only one token, every
spatial and temporal location attends 100% to that single token. The
cross-attention operation thus degenerates to a simple addition of a
single broadcasted vector to the feature tensor.

H R
‘

Level i—1 e dreen Level i+1
N
HO* WL,J.“.A‘- [nmam]
T

W

Spatial cross-attention maps Temporal cross-attention maps

(b) Inflated SVD (Ours): By introducing more tokens in the token dimen-
sion (N), every spatial and temporal location can dynamically attend to
different tokens, e.g., different tokens for the foreground vs. background.
For the spatial cross-attention, we use different tokens per frame, re-
sulting in different keys and values per frame. This enables a higher
temporal granularity of the motion.

Fig. 5. High-level visualization of our motion-text embedding and cross-attention inflation. The SVD [Blattmann et al. 2023a] UNet is composed of several
levels of blocks, shown in gray, that have similar structure. We visualize the sub-blocks of level i and their cross-attention maps in more detail. Our inflated
motion-text embedding produces more meaningful cross-attention maps, resulting in improved motion learning. The cross-attention maps were extracted from

the example of the woman doing jumping jacks in Fig. 4.

higher temporal motion granularity.> This yields distinct keys and
values for each frame: different keys enable attention to different
spatial regions over time (e.g., arm vs. leg), while different values
allow frame-specific feature modifications (e.g., shifting pixels in
different directions). This is visualized in Fig. 5b, where the spatial
cross-attention maps differ greatly between frames because they
use different tokens.

For temporal cross-attention, SVD broadcasts the image embed-
ding across all spatial locations. Inflating this analogously to the
spatial case would require learning distinct tokens per spatial loca-
tion, which is nontrivial due to resolution- and level-dependent spa-
tial dimensions and may cause alignment issues (see Section 3.2.2).
Furthermore, temporal cross-attention impacted motion less than
spatial cross-attention empirically. We thus keep N tokens for the
temporal motion-text embedding but learn them independently from
the F X N tokens of the spatial motion-text embedding, yielding a to-
tal of (F+ 1) X N tokens per reference video. See the supplementary
material for an intuitive analogy and detailed tensor shapes.

4 Experiments
4.1 Implementation Details

Our method builds on the 14-frame version of Stable Video Diffu-
sion (SVD) [Blattmann et al. 2023a; von Platen et al. 2022] but can
be applied to other image-to-video models with a text/image embed-
ding input. Per default, we use N = 5 different tokens for each of the

SNote that we always use the same F frames of the motion reference video when
optimizing the motion-text embedding.
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F = 14 frames, so a total of (14 + 1) X 5 = 75 tokens for the motion-
text embedding. We further use the Adam optimizer [Kingma and
Ba 2015] and SVD’s default guidance scale [Ho and Salimans 2021]
(except for motion visualization). For our qualitative results, we use
internal data sets and target images generated with SDXL [Podell
et al. 2024]. See the supplementary material for further details.

4.2 Compared Methods

As baseline, we use SVD [Blattmann et al. 2023a] without adapta-
tions. Since it lacks motion conditioning, it rarely follows the correct
motion but serves as a reference for typical SVD output quality and
dynamics. Our method is the first to tackle general motion transfer in
the image-to-video setting. As no direct competitors exist, we apply
the most closely related approaches from literature to our task and
show issues inherent to the whole class of methodology. Specifically,
we compare to VideoComposer [Wang et al. 2024d], an image-to-
video method with an explicit, dense motion representation (motion
vectors); the image-to-video setting of MotionClone [Ling et al.
2024] which has an implicit motion representation (sparse temporal
attention weights); and MotionDirector [Zhao et al. 2024], a text-
to-video method with an implicit motion representation (learned
model weights). We only compare to general methods that place
no constraints on motion types and target images. Domain-specific
methods rely on strong assumptions and typically fail when these
are not met. For example, a face reenactment method cannot control
transfer the motion of a horse to a boat. As domain-specific methods
address a different task, a fair comparison is not possible. See the
supplementary material for further details.
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Table 1. Quantitative evaluation. We compare our method to Stable Video Diffusion [Blattmann et al. 2023a] (baseline, no motion input), VideoComposer [Wang
et al. 2024d], MotionClone [Ling et al. 2024], and MotionDirector [Zhao et al. 2024]. The best performing method per column is marked in bold.

Method Image Appearance Preservation Video Motion Fidelity Overall
CLIP-Avg T CLIP-1st T  User rank | Acc-Top-1T  Acc-Top-5T Cos-Sim T Userrank | User rank |
Stable Video Diffusion 0.843 0.850 1.296 3% 5% 0.370 4.211 2.822
VideoComposer 0.719 0.857 3.785 44% 62% 0.497 3.030 3.552
MotionClone 0.637 0.885 4.585 37% 62% 0.523 3.137 4.200
MotionDirector 0.750 0.763 3.522 31% 58% 0.523 2.900 3.059
Ours 0.779 0.884 1.811 54% 76% 0.696 1.722 1.367
Head nodding Camera flying forwards
Ref.
SVD
vC
MC
MD
Ours

Fig. 6. Qualitative evaluation. We compare our method to SVD = Stable Video Diffusion [Blattmann et al. 2023a] (baseline, no motion input), VC =
VideoComposer [Wang et al. 2024d], MC = MotionClone [Ling et al. 2024], and MD = MotionDirector [Zhao et al. 2024] for three different motions and target

images: full-body reenactment, face reenactment, and camera motion.

4.3 Qualitative Evaluation

Fig. 6 shows motion transfer results for three motions. As expected,
the SVD baseline typically produces mismatched motions. For cer-
tain videos, like the face video, SVD produces significant artifacts
and alters the subject identity. Due to its dense motion input, Video-
Composer replicates motion in the spatial location of the reference
video, leading to incorrect semantic motion and artifacts when struc-
tures misalign. MotionClone faces similar issues but handles minor
structural differences better in the nodding example and has more
high-level artifacts due to its higher-level motion representation.
Since MotionDirector is based on a text-to-video model, it must
learn the appearance and thus cannot continue naturally from the
target image by design. Additionally, the motion is only transferred
correctly for the head nodding example. Our method is the only
one that preserves the input image’s appearance and layout while
successfully transferring the semantic motion of the video. The sup-
plementary material provides additional qualitative comparisons,
including an in-depth comparison with SVD and its embeddings.

4.4 Quantitative Evaluation and User Study

We evaluate our method on the Something-Something V2 data
set [Goyal et al. 2017], selecting 10 classes from the validation set
(5 with camera movements, 5 with object movements). For each
class, one video serves as the motion reference, and 10 other videos’
first frames act as target images, totaling 100 generated videos per
method. This data set provides a challenging benchmark, as videos
within each class have the same semantic action but vastly different
spatial layouts. See the supplementary material for further details.

For image appearance preservation, we calculate the mean cosine
similarity between the CLIP [Radford et al. 2021] image embeddings
of the target image and the generated video, where CLIP-Avg is
the average across all frames and CLIP-1st refers to the first frame.
For video motion fidelity, we avoid metrics like optical flow or
Motion-Fidelity-Score [Yatim et al. 2023], which emphasize spatial
over semantic motion. Instead, similar to MoTrans [Li et al. 2024a],
we use an action recognition network [Tong et al. 2022] trained on
Something-Something V2 (174 classes). Acc-Top-1 is the percentage
of videos correctly classified, and Acc-Top-5 the percentage with
the correct class in the top 5 predictions. Cos-Sim is the cosine
similarity between the logits of the generated and reference videos.
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Fig. 7. Ablation. Our proposed motion-text embedding inflation is crucial
for successful motion transfer. While adding more tokens (increasing N)
improves the results already, the biggest gain comes from having different
tokens for each frame (where F’ = F + 1 = 15).

The results in Table 1 reflect our qualitative findings. SVD pre-
serves the target image but fails to capture the motion. MotionDi-
rector struggles with image preservation in the first frame, whereas
image-to-video methods generally excel in this aspect by design.
For motion fidelity, all competitor methods (except SVD) perform
similarly, while our method outperforms them significantly.

Additionally, we conducted a user study with 27 users on a ran-
dom subset of the evaluation data (one target image per motion
video). For each of the 10 video sets, users ranked the methods from
best (1) to worst (5) based on (a) image appearance preservation,
(b) video motion fidelity, and (c) overall task fulfillment. The
rankings align with the metrics but show an even stronger prefer-
ence for our method. As seen in Table 1, our method has the best
average rank for motion fidelity and overall task fulfillment, voted
best 75% and 78% of times respectively. It also performs well on
appearance preservation, landing closely behind SVD. Note that this
metric is biased towards methods that produce little motion, so it
should only be regarded in combination with the motion fidelity.

4.5 Ablation Study

Our motion-text embedding inflation is key to high-quality motion
transfer. Fig. 7 shows different embedding configurations. A single
token captures only limited motion. Adding more tokens shared
across frames helps, but the crucial factor is having different tokens
per frame. Rows 2 and 3 both use 15 tokens, but allowing the embed-
ding to adapt frame-wise performs significantly better, especially
for complex motions. Increasing tokens per frame further improves
results slightly before saturating, so we default to N = 5. The sup-
plementary material provides two additional qualitative examples
for this ablation as well as quantitative results when using the same
protocol as for the above state-of-the-art comparison.

4.6 Results

Our motion representation is highly versatile, enabling motion trans-
fer across diverse objects and motions, as demonstrated in Fig. 1
and Fig. 9. Notably, we do not require a spatial alignment, as seen
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Fig. 8. Failure cases. Our method is limited by the priors and quality of the
pre-trained image-to-video model, which may lead to artifacts (e.g., identity
changes as head moves in first example). Furthermore, there may be some
structure leakage in some cases, leading to certain characteristics from the
motion reference video being visible (e.g., human-like legs on a kangaroo
in second example). Lastly, our method struggles to transfer spatially fine-
grained motion at times (e.g., typing motion not transferred to dinosaurs in
third example).

in row 6 (right) of Fig. 9, where the camera follows the moving
camper van similar to how it follows the car in the fifth row, de-
spite their misalignment. Our method also applies the motion to all
semantically reasonable objects simultaneously “for free” It even
supports simple hand-crafted motions, enabling artists to sketch
motions (e.g., stick figures) and apply them to complex scenes. For
more results, including joint subject and camera motion, extreme
cross-domain transfers, and applying the same motion to multiple
target images, please refer to the supplementary material.

4.7 Limitations and Future Work

Fig. 8 shows typical failure cases of our method. Since we do not
fine-tune the model, our method inherits the priors and quality of
our pre-trained image-to-video model. We observed that the SVD
baseline often struggles with object motions, as can be seen in the
head example in Fig. 6, where the appearance changes through-
out the video. Our method’s results have similar issues: in the first
example of Fig. 8, the identity of the target person changes when
he moves his head to the side. We believe our motion-text embed-
ding does not exacerbate these issues or temporal inconsistencies,
as it primarily instructs the model on the desired motion without
altering the rest of the model. Often, it seems that the model at-
tempts to produce the desired motion, but its priors are insufficient
to generate a satisfactory result. SVD also does not seem to be able
to handle some combinations of motions and given input images,
likely because they fall outside of the range of the training data set.
When the domain gap between motion reference video and target
image is too large, our method may leak the structure of the motion
reference video into the generated video. In the second example
of Fig. 8, when applying a laid-back walking style to a kangaroo,
the kangaroo starts walking, but its feet and overall structure be-
come more human-like. Lastly, we found that some motions are
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Fig. 9. Results. Our method can successfully transfer semantic video motion across a wide number of domains and motions.

not transferred or to a smaller extent. This is especially visible if a
video has multiple motions, where the more fine-grained motion is
sometimes not transferred. In the third example of Fig. 8, the person
pretends to squat down and type on a keyboard. The dinosaurs in
the generated video do squat down, but their hands do not move.
We hypothesize that fine-grained motions are also a general limi-
tation of SVD. Overall, we expect better results of our method as
image-to-video models improve. In the supplementary material, we
analyze our method’s failure rate in more detail.

An important practical consideration is that the target image must
be temporally aligned with the first frame of the motion reference
video, as it serves as the starting frame. This is not a limitation of
our method specifically, but rather a consequence of the task for-
mulation. Alternatively, one could treat the image as an appearance
reference (as in Animate Anyone [Hu 2024]) and adapt or fine-tune
the model accordingly.

While more accessible than methods requiring extensive training
or fine-tuning, our approach requires an optimization procedure
that takes about one hour per motion on an A100 (80 GB) GPU. We
have also run it on 48 GB GPUs, albeit with slightly longer runtimes.
We encourage future work on reducing the per-motion optimization
time, or eliminating it entirely by learning to predict motion-text em-
beddings directly from motion reference videos, scaling our method
to longer videos, as well as adapting it to newer architectures based
on diffusion transformers [Peebles and Xie 2023].

5 Conclusion

We introduce the general task of transferring the semantic motion
of a reference video to any target image. We observe and exploit
inherent advantages of image-to-video over text-to-video models for

this task and find that text/image embedding tokens are well-suited
as a motion representation. Specifically, our method, motion-textual
inversion, optimizes an inflated version of the text/image embedding
for a given motion reference video. Due to its general nature, this
motion can then be applied to a wide number of objects and domains.
Our method thus enables completely novel applications and takes a
significant step towards being able to reenact anything.
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