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Figure 1: Our anatomically-constrained local face model allows for high-quality and very expressive monocular performance capture from a
large variety of input sources, including high-speed capture of extreme deformations caused by external forces such as wind, high-quality
studio setups, or unconstrained outdoor acquisition using helmet-mounted GoPro and handheld iPhone devices.

Abstract

We present a new anatomically-constrained local face model and
fitting approach for tracking 3D faces from 2D motion data in very
high quality. In contrast to traditional global face models, often built
from a large set of blendshapes, we propose a local deformation
model composed of many small subspaces spatially distributed over
the face. Our local model offers far more flexibility and expres-
siveness than global blendshape models, even with a much smaller
model size. This flexibility would typically come at the cost of
reduced robustness, in particular during the under-constrained task
of monocular reconstruction. However, a key contribution of this
work is that we consider the face anatomy and introduce subspace
skin thickness constraints into our model, which constrain the face
to only valid expressions and helps counteract depth ambiguities in
monocular tracking. Given our new model, we present a novel fitting
optimization that allows 3D facial performance reconstruction from
a single view at extremely high quality, far beyond previous fitting
approaches. Our model is flexible, and can be applied also when
only sparse motion data is available, for example with marker-based
motion capture or even face posing from artistic sketches. Further-
more, by incorporating anatomical constraints we can automatically
estimate the rigid motion of the skull, obtaining a rigid stabilization
of the performance for free. We demonstrate our model and single-
view fitting method on a number of examples, including, for the first
time, extreme local skin deformation caused by external forces such
as wind, captured from a single high-speed camera.
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1 Introduction

Facial performance capture is key for modern visual effects in feature
films and computer games. Due to its importance, this area has
attracted a lot of attention from the research community and evolved
rapidly over the past decades. On the one hand researchers strive
to acquire the face in ever more detail to provide higher quality
face shapes and dynamics. On the other hand, one can observe
a clear trend towards less constrained acquisition setups, which
require less hardware and give the actor more freedom to perform.
The most convenient input device would certainly be just a single
camera. Unfortunately, reconstruction from a single camera is ill-
posed and not possible without further assumptions. Therefore,
monocular performance capture methods typically rely on prior
knowledge of the face, oftentimes in the form of a global blendshape
rig. This approach is also considered the industry standard for
facial performance capture, where an actor is first captured in a
constrained setup to produce a highly accurate rig, and then the
desired performance is acquired with less-constrained input devices,
such as marker based helmet cameras, which drives the rig to obtain
the final animation.

Global blendshape rigs have a strong tendency to over-constrain the
problem, since any new face shape must lie within the space spanned
by the blendshapes. Consequently, a large number of expressions
must be acquired, processed and encoded into the rig in order to
faithfully capture an actor’s performance. A production-quality rig
easily contains in the order of a hundred carefully picked expres-
sions, requiring substantial time of both the actor and the artists
creating the rig. But even a production-quality rig is unlikely to
encode all shape variations of the actor’s face. Take, for example,
shapes caused by external forces and secondary motion, which are
not typically observable in a constrained acquisition setup but are
very present during under-constrained acquisition later on set. The
consequence is that the performance reconstruction will not hit every
expression accurately and even shift some of the error into the head
pose estimation, leading to unstabilized results. To alleviate the
problem, it is common practice in industry to separate head pose
and expression fitting by first estimating the head pose in an often
manually assisted stabilization pass before solving for the expres-
sion using the rig. Manual stabilization is a very tedious and time
consuming process, and even if solved correctly, global blendshapes
are typically not able to fit the expressions accurately.
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Local blendshape rigs add flexibility by activating blendshapes only
in pre-defined regions of the face. While these do allow to express
global shapes outside of the pre-captured manifold, they are still
constrained locally to linear combinations of the captured vertex po-
sitions. The increased flexibility of local blendshape models comes
at the price of reduced robustness. For example, when a skin patch
appears bigger on screen, this can either be due to local stretch or be-
cause the patch moved towards the camera, or a combination of both.
These ambiguities have so far prevented the use of highly localized
blendshapes for monocular or helmet-camera performance capture.
In this paper we propose a new local subspace model that explic-
itly encodes local deformation rather than position to allow even
greater flexibility, truly outside the positional subspace of the cap-
tured shapes. Furthermore, we additionally increase robustness over
traditional localized blendshapes by using anatomical constraints.
In particular we leverage the fact that the underlying bone struc-
tures move purely rigidly and that tissue thickness is directly related
to local surface structure as shown by Beeler and Bradley [2014].
By globally linking local subspaces via the underlying bone, we
devise a robust local face model that maintains flexibility and ex-
pressiveness. Our model is built from a minimal set of facial scans,
inspired by Huang et al. [2011] who capture a minimal set of faces
for performance-specific global blendshape tracking, we develop an
iterative shape ranking strategy to incrementally build the local sub-
space of our new model. Our method can be used to automatically
reconstruct both the face surface and the underlying skull from just
a single view, obtaining rigidly stabilized facial performances.

The main contributions of this paper are:

1. A new local subspace model for facial performance capture
that encodes local deformation rather than local shape, and is
bounded by anatomical constraints, making it robust to typical
ambiguities that occur with local models.

2. A method to reconstruct facial performances in very high qual-
ity from a single view, with automatic rigid stabilization. The
method can incorporate both dense constraints provided, for
example, from optical flow and/or sparse constraints provided,
for example, by marker tracks or artist sketches.

3. An importance ranking of typically-acquired face shapes for
rig creation. This informs the minimum number of shapes
required for high-quality facial performance capture, and we
show that by picking the right shapes our method requires sig-
nificantly less expressions to be pre-acquired than traditional
global blendshape tracking.

We demonstrate the performance of the proposed algorithm on three
different actors over a large variety of monocular input data, includ-
ing dense optical flow from high-quality cameras, outdoor footage
from smart phones and helmet-mounted GoPro cameras, as well as
sparse marker tracks from MoCap data, and even artist-created input
sketches. We quantitatively assess the improvement of the proposed
anatomically-constrained local deformation tracking over traditional
global blendshape tracking as well as over our local deformation
tracking without anatomical constraints. Finally, to really highlight
the flexibility of our approach we capture, for the first time, extreme
skin deformations that occur from external forces (such as blowing
wind) and secondary motion.

2 Related Work

Our work falls into the category of facial reconstruction from images
and video, so we highlight related methods in both multi-view and
monocular 3D face capture, and discuss other methods that create
parametric models of faces for the application of face tracking. We
end by positioning our work among others who also perform rigid
stabilization of facial performances.

Multi-view Face Capture. Facial scanning and performance cap-
ture is one of the long-standing topics of research in computer graph-
ics, driven by the high demand for realistic digital humans. In the last
decade we have witnessed tremendous advances in high quality 3D
static scanning [Beeler et al. 2010; Ghosh et al. 2011] and dynamic
performance capture [Zhang et al. 2004; Bradley et al. 2010; Beeler
et al. 2011; Huang et al. 2011; Valgaerts et al. 2012]. These meth-
ods leverage computer vision concepts like stereo reconstruction to
acquire the facial geometry from multiple views.

Monocular Face Capture. A more recent trend is to reconstruct
highly detailed and dense facial performances from a single view,
easing the hardware burden of multi-view capture methods. Our
proposed technique falls into this category. Garrido et al. [2013]
use sparse feature tracking to drive a global blendshape model and
account for out-of-model deformation using optical flow and pho-
tometric stereo. Shi et al. [2014] use multi-linear face models, also
combined with sparse feature tracking and fine-scale shape from
shading cues. Suwajanakorn et al. [2014] build a person-specific
face model from a large photo collection, and then fit the model to
video frames using 3D flow estimation and shape from shading. In
contrast, our method does not require a large data collection, and
rather than a global model we use a local model to allow more expres-
siveness with a smaller model size. We also incorporate anatomical
constraints in order to resolve local model ambiguity, which also
allows us to compute the rigid stabilization of the head, a feature that
is not addressed by any previous monocular face capture method.

Fyffe et al. [2014] reconstruct video performances using dense op-
tical flow, as well as image correspondences computed between a
set of static reconstruction poses and the video, and then reconstruct
the performance by fitting a template mesh to all frames. Fitting is
performed by solving a large optimization problem over all frames
and all meshes using a shape preservation constraint. In contrast, our
local deformation model explicitly encodes the range of deformation
of local face patches and can be used to more faithfully constrain
face reconstruction in under-constrained fitting scenarios. This prior
allows our method to operate even on very sparse input, such as
markers or hand-drawn sketches, unlike the method of Fyffe et al.,
which is inherently tied to appearance and requires dense input. Such
versatility has not been demonstrated with any previous approach,
and is only possible due to our new local anatomical face model.

Another common trend has been real-time facial performance cap-
ture and retargeting. These methods use either a single-view depth
sensor [Weise et al. 2009; Weise et al. 2011; Li et al. 2013; Bouaziz
et al. 2013; Chen et al. 2013] or a web camera [Rhee et al. 2011;
Cao et al. 2013; Cao et al. 2014; Cao et al. 2015] to track the face
in 3D. However, to achieve real-time performance, these methods
typically use a global face model as a prior, and thus cannot achieve
the same level of expressiveness and fidelity as our local model.

Parametric Face Models. Parameterizing the face as a 2D or 3D
face model is a common way to overcome the ambiguities associ-
ated with monocular face tracking [Li et al. 1993; Black and Yacoob
1995; DeCarlo and Metaxas 1996; Essa et al. 1996; Saragih et al.
2011]. Some common models include Active Appearance Models
(AAM) [Cootes et al. 2001], blendshapes [Lewis et al. 2014], princi-
ple components analysis (PCA) on a set of training shapes [Lau et al.
2009], morphable models [Blanz and Vetter 1999], and multilinear
models [Vlasic et al. 2005]. These models are used extensively
throughout the monocular face capture methods mentioned above.
The main drawback of these models is that they are designed to be
global, meaning that the entire face is parameterized holistically,
which limits local expressiveness unless the model is very large.

Local or region-based shape models have also been proposed, which
offer more flexibility at the cost of being less constrained to re-



alistic human face shapes. Joshi et al. [2003] use a region-based
blendshape model for keyframe facial animation, and automatically
determine the best segmentation using a physical model. Na and
Jung [2011] use local blendshapes for motion capture retargeting,
and they devise a method for choosing the local regions and their
corresponding weighting factors automatically. Tena et al. [2011]
learn a region-based PCA model based on motion capture data, al-
lowing direct local manipulation of the face. Neumann et al. [2013]
extract sparse localized deformation components from an animated
mesh sequence, also with the goal of intuitive editing as well as
statistical processing of the face. Brunton et al. [2014] use many
localized multilinear models to reconstruct faces from noisy or oc-
cluded point cloud data. Our key contribution is a new local 3D face
model that parameterizes the face into many overlapping patches
and explicitly encodes the local deformation of each patch rather
than local positions. In contrast to traditional region-based blend-
shape models that encode both local and global deformation for each
region, we explicitly formulate many local subspaces that encode
only the local deformation and we handle global motion through
a tracking optimization step. In order to make this tractable and
robust, we incorporate anatomical constraints in the form of a skull
and jaw bone, and also parameterize the local skin thickness in the
subspace. By decoupling rigid motion and non-rigid deformation,
our model exceeds the flexibility and expressiveness of previous
local blendshape models, yet still the model exhibits superior robust-
ness thanks to the anatomical constraints, allowing monocular face
reconstruction and single-view direct editing with unprecedented
fidelity, even during extreme local deformations and without falling
victim to depth ambiguities.

Rigid Stabilization of Faces. Our approach to monocular face
capture uses the underlying bone structure to anatomically constrain
the local skin thickness. As a result, we can simultaneously solve for
the skin surface and the skull position for every video frame, yielding
arigidly stabilized performance. Rigid stabilization of faces is not a
topic of vast research to date. Most similar to our approach is the
method of Beeler and Bradley [2014], who use similar anatomical
constraints learned from CT scans to stabilize a set of tracked meshes
in correspondence. In this work, we use the technique of Beeler and
Bradley to learn our local anatomical subspace, and then we can
perform stabilization during reconstruction from just a single view.

3 Overview

We will begin by defining our new local face model, which consists
of a local patch deformation subspace and an underlying anatomical
bone structure (Section 4). The face model can then be used for
motion reconstruction, given an initial face mesh and either sparse
or dense 2D motion data, for example in the scenario of monocular
video tracking. Motion reconstruction is performed in two steps,
first by tracking the local patches and bones using the anatomical
constraints (Section 5) and then combining the patches into a global
face mesh (Section 6). To highlight the characteristics of the local
face model we analyze the required patch subspace and rank the
importance of typically-acquired face shapes for model building
(Section 7). Finally, we show various results of our model and
tracking approach for monocular face capture from different camera
inputs, as well as additional application scenarios including sparse
motion capture data and direct face manipulation from artist sketches
(Section 8). An overview of the proposed pipeline is given in Fig. 2.

4 Local Face Model

Our new face model consists of two components: a local deformation
subspace and an underlying anatomical bone structure (see Fig. 3).
For the local deformation subspace, we represent the face geometry

Training Shapes Skull and Jaw Bones 2D Motion Data
[Beeler et al. 2011] [Beeler and Bradley 2014] (e.g. Optical Flow, Markers)

Local Face Model Creation Face F uction
Local Deformation Anatomical Lyl Patch Patch
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(Sec 4.1) (Sec 4.2) (Sec 5) (Sec 6)

Figure 2: Method Overview — The proposed pipeline consists of two
main steps. First a local anatomical deformation model is created
from K+1 facial shapes and bone structures. This model is then fit to
2D trajectories, such as optical flow or marker tracks, to reconstruct
a highly accurate 3D model of the face from a single view.

with overlapping patches. The local deformation of each patch is
constrained by a local deformation subspace learned from a set
of training shapes and the global motion of each patch is defined
by a rigid transformation. Specifically, we define for each patch
i the following parameters: the rigid transformation denoted as a
matrix M;, and the local deformation subspace coefficients ov;. The
anatomical component is modeled as an actor-specific skull and jaw
bone. A generic skull is fit to the actor using the method of Beeler
and Bradley [2014], and the jaw is modeled by an artist. The skull
motion is defined by a rigid transformation matrix M, and the jaw
motion is linked to the skull via a pivot point, o, represented as a
joint with two degrees of freedom for rotation and one for translation,
denoted as the jaw motion parameter ® = {0x,0y,tz}. Later on
it will be convenient to refer to the global rigid motion M of the
jaw explicitly, which can be computed as M, - M (®), where M (-)
computes the transformation matrix corresponding to ©.

b)
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K local shapes
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Figure 3: Our face model consists of (a) a local deformation sub-
space, and (b) an underlying anatomical bone structure consisting
of a skull and jaw linked by a pivot point o. The jaw moves relative
to the skull and has two rotational (0x , 0y ) and one translational
degree of freedom (tz).

4.1 Local Deformation Subspace

Before defining our local deformation subspace, we need to first
segment the face into patches. Ideally, this patch segmentation would
be semantically meaningful, exploiting the physical properties and
motion of the skin, e.g. following flow lines. However, achieving
such a segmentation is very challenging (in fact a topic of research in
itself [Joshi et al. 2003; Na and Jung 2011]), especially considering
that these properties are usually person specific. In view of this and
also for generality, we define our patches via a uniform segmentation
in the UV space of the face. Note, however, that any other patch
segmentation can be used here. As the deformation of each patch is
also influenced by its neighboring patches, we require the segmented
patches to overlap with their neighbors. This can be easily achieved
by first performing a non-overlapping segmentation (Fig. 3.a) and
then dilating each patch by a fixed amount (20% in each direction for
all our datasets). To account for holes or concave boundaries in the



UV plane, we explicitly split patches if they contain disconnected
regions, ensuring that each patch is a single connected region. The
number of patches to create, N, (or equivalently the patch size) is a
user-defined parameter. An evaluation of different patch sizes will
be given in Section 7.

To obtain the local skin deformation subspace, we need to capture
the actor-specific deformation for each patch in correspondence. To
accomplish this, we capture a neutral scan and a set of K extreme ex-
pressions using an off-the-shelf performance capture method [Beeler
et al. 2011]. From these tracked face reconstructions we can extract
the local deformation subspace. Specifically, given several shapes in
correspondence, we segment the neutral mesh into /N patches and
then build a K + 1 subspace for each patch by first aligning the
K patch shapes to the neutral patch shape using Procrustes align-
ment [Gower 1975] and then subtracting the neutral patch to obtain a
deformation component for each expression. The resulting subspace
for a patch ¢ consists of the neutral shape U; and K deformation
components {D}, ..., DX }. Therefore, the deformed patch shape at
time ¢ can be computed as

Xi(t) = Mi(t) (Ui +>° af(t)Df) : (1

where M;(t) is the rigid motion of the patch and {a; (t), ..., ol (¢)}
are the coefficients of the deformation components. An interesting
parameter is the number and description of the K expressions re-
quired to build an expressive subspace. In Section 7 we will show
that our local model requires far fewer training expressions than
typical global models, and we will rank the importance of different
expressions to achieve high-quality reconstructions using our model.

The proposed local deformation model differs fundamentally from
traditional position-based local blendshape models (e.g. [Tena et al.
2011]), where positions are constrained to be a linear combination of
the positions of the individual blendshapes. Our model explicitly de-
couples local rigid motion from non-rigid local deformation, which
enables greater flexibility and accuracy since vertices are allowed to
move outside the subspace spanned by the positions of the shapes,
for example on a curve instead of a straight line. Also, contrary to
local blendshape models where a particular local shape can only
occur at a certain position, our model can express the non-linearity
of local shape since it decouples motion from deformation. Such
non-linearity is caused, for example, by some wrinkles where the
skin starts folding only after a certain amount of strain has built
up through local motion. Still, globally our model does respect
physically plausible face shapes as it links motion and deformation,
as described in Section 5.

4.2 Anatomical Subspace

Exploiting the local deformation of a skin patch is not only phys-
ically more intuitive than a holistic approach but also practically
more expressive in terms of deformations that can be represented.
However, similar to other local models [Joshi et al. 2003; Na and
Jung 2011; Tena et al. 2011; Brunton et al. 2014], fitting our model
as described so far to real world data can be more ill-posed than a
global model due to the larger set of parameters to estimate, and thus
could be more vulnerable to noise and outliers and suffer from depth
ambiguities. With this in mind, and also considering the specific
anatomical structure of a human face, we propose to employ the
anatomical skull and jaw bone to constrain the patches globally,
such that the deformation of the patches are jointly-constrained to be
physically feasible. As a reminder, the anatomical structure we use
is shown in Fig. 3, and its motion is described by the rigid motion

Figure 4: Computing the anatomical subspace. A point x, at
the center of a patch is related to the underlying bone through a
skin thickness constraint d® for each shape of the subspace. (a)
The direction n,, in which to measure the thickness is computed
by interpolating back-projected normals from bone to skin. (b)
Intersecting a ray from &% in the direction of nl intersects the
bone at b2 to give d°. (c) The same procedure is repeated for each
subspace shape.

of the underlying bones, which we write as M}, to mean either M
when referring to the skull or M; when referring to the jaw.

To employ our anatomical structure to constrain the patch motion,
we must establish a link between the skin surface and anatomical
bones. Inspired by Beeler and Bradley [2014], we link these two
parts by modeling the behavior of the soft tissue in-between them.
Specifically, as skin compresses Beeler and Bradley postulate it will
bulge out to preserve its volume, increasing the distance between
the skin surface and the bone, and vice-versa for skin stretch. We
incorporate this idea into our subspace model for patches, with the
goal of predicting how a patch moves relative to the bone given
its current local deformation. To accomplish this, we expand our
local deformation subspace to include also the skin thickness for
each subspace shape of each patch. We express the thickness of the
skin tissue within the patch as a single value d,, at a vertex v close
to the center of the patch. Selecting an actual vertex as reference
point instead of the patch centroid will prove advantageous during
optimization in Section 5 since the position x, of the vertex is
guaranteed to lie on the surface. Computing the skin thickness for
the subspace is not trivial, because as a patch deforms it typically
slides over the bone, and so we must account for shape-specific
projections from the patch to the bone in order to compute the
distance. To complicate matters, when the patch deforms, the normal
at v typically changes and is thus not a temporally stable direction
to compute the distance along. Since the skull and jaw are relatively
smooth and consistently rigid, a more stable approach is to use the
inverse of the bone normal to compute the projection, however this
introduces a chicken-and-egg problem since we do not know the
bone point that corresponds to v before projecting. Finding the
corresponding bone point can be accomplished by computing Phong
displacements, a well-established method in multi-resolution shape
deformation [Kobbelt et al. 1999], however this approach requires
several steps of Newton iterations. In our case the bone geometry
is smooth enough to simply project backwards from all the vertices
of the bone to the patch and interpolate the inverse bone normals at
v (Fig. 4.a). The interpolated normal 72, provides the direction to
cast a ray and intersect with the bone (Fig. 4.b), at a point we call
b, yielding the skin thickness d,, = ||b, — @, ||. This process is
repeated for all shapes in the deformation subspace to compute skin
thicknesses d~ for the patch (Fig. 4.c).

To compute an estimate &,, of the vertex position later on, we addi-
tionally need to store bone points b* and normal directions n” for
each shape k in the subspace. These quantities are represented in the
coordinate frame M of the underlying bone, which removes any
rigid motion and renders them compatible. Note that some patches,
such as on the cheek, do not have an underlying bone and are thus
not anatomically constrained.

Finally, for any time ¢, the position &, (¢) of vertex v can be pre-
dicted as
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where b, (), 71, (t), and d, (t) are computed as
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Contrary to the formulation proposed by Beeler and Bradley [2014],
the estimated skull point b, (¢) and skull normal 7, (t) are only
approximations in our case. We found this approximation to be rea-
sonable since the underlying skull varies only smoothly in-between
the samples such that the introduced inaccuracy is negligible, espe-
cially considering the fact that the underlying skull is an estimation
in itself. The benefit of using this approximate formulation is that
the problem can be cast as a system of linear equations, which can
be solved uniquely and efficiently as elaborated in Section 5, where
the method of Beeler and Bradley [2014] is non-linear and non-
continuous due to the piecewise planar tessellation of the skull, and
therefore much harder to solve and less stable due to local minima.

The combination of local deformation plus anatomical subspace
completes our local face model. We next describe how our model
can be fit to real data, in particular 2D motion data from a monocular
view.

5 Local Patch Reconstruction

We now describe a new algorithm for 3D face tracking using our
local face model, which is particularly designed for monocular facial
performance capture or other applications where only 2D motion pre-
diction is available. As with most other model-based reconstruction
techniques, the goal is to estimate the model parameters that best
describe the observed motion under the given constraints through
optimization. In our case, the unknowns to solve for are: a) the rigid
local patch motion { M; }; b) the local patch deformation, namely the
local blend coefficients {c; }; and c) the rigid motion of the anatom-
ical bones, including skull M and jaw motion ®. We formulate the
solution as an energy minimization problem for each frame ¢

- bt
o P ©)

where our energy contains several terms, defined as

E(t) = En(t) + Eo(t) + Ea(t) + Er(t). )

En is the 2D motion term, essentially our main data term that
considers the input 2D motion vectors, e.g. from optical flow. We
call Eo the overlap constraint, which is a spatial regularization term
to enforce neighboring patches to agree with each other wherever
they have shared vertices. E 4 is the anatomical constraint, ensuring
that patches remain plausibly connected with the bone structure.
Finally Er is a temporal regularizer. In the following we explain
each term in detail. Note that we solve for all patches in a coupled
way, however the result is still a set of disjoint patches that must be
combined into a single global face mesh, as described in Section 6.

5.1 2D Motion Constraint

Monocular facial performance capture is an ill-posed problem due to
the fact that the depth information is missing. In order to estimate a
3D face out of 2D input, some form of prior is typically needed, e.g.
a blendshape subspace. Here we make use of our local deformation
subspace to constrain the deformation of the patches while attempt-
ing to match the projected 2D motion as closely as possible. Given a
face mesh observed from a single view, let V() be the set of visible
vertices and p, (t) be the predicted 2D pixel location corresponding
to vertex v € V at time ¢, and let () be the calibrated projection
matrix, then the motion energy term is defined as

Eu@®) =X Y Y Qi) —p®)). @

veV (t) ieQ(v)

where x,,;(t) is the unknown 3D position of vertex v in patch 4
expressed in the form of Eq. 1 via the unknown blend coefficients
o; and the unknown rigid transformation Mj;, and Q(v) is the set of
patches which contain vertex v. Aps is a weighting factor for this
term, and ¢ (+) is a robust kernel typically used to reduce the impact
of outliers [Zollhofer et al. 2014], which takes the form

P(e) = nhi)n (w262 +2(1- w2)2) . )

Note that the set of motion constrained vertices V' depends on the
type of input and might range from very dense for flow based perfor-
mance capture to very sparse in the case of marker based MoCap.

5.2 Overlapping Constraint

The motion constraint above is applied independently for each patch,
which means that overlapping patch boundaries may not agree. In
the end we wish to construct a single global mesh surface, which will
be easier if neighboring patches deform consistently. To accomplish
this we introduce an overlap constraint, which operates like a spatial
regularizer. As we explicitly generate a group of shared vertices in
the patch segmentation step, we can define the overlapping constraint
for these vertices, as follows

2w, i(t) — @07, (10)

Eo(t) =)Ao Z Z

veS (4,5)EQUr),i>j

where S is the set of vertices shared by patches, and Ao is a weight-
ing factor.

5.3 Anatomical Constraint

With motion and overlapping constraints defined above, facial sur-
face tracking would already be possible, however, as mentioned
earlier, this more expressive local model comes at the cost of lower
robustness. Therefore, here we introduce our new anatomical con-
straint into the energy. The anatomical constraint contains two terms,
one for constraining the patches given the bone structure, and one
for predicting the rigid bone motion given the 2D motion data. The
first term constrains patches using the sparse predicted point con-
straints &, (t) computed from the anatomical subspace in Eq. 2, and
is written as

Eai(t)=Xa1 Y > wle®) —-2.0°,  dn

vEA ieQ(v)



where A is the set of vertices that contain anatomical constraints, and
wy is a weighting factor, as computed by Beeler and Bradley [2014].
With this term alone, the rigid motion of the anatomical bones
could be obtained, as the predicted surface point is also indirectly
constrained by the flow constraint. In practice, however, we found
that more stable bone tracking can be achieved by imposing the flow
constraint directly on the predicted surface point in a second term,
written as

Eaz(t) = A2 ) ot (IQ@ (1) —pu(B)]),  (12)

vEA

where 1(+) is again the robust kernel from Eq. 9. The final energy
for the anatomical constraint is then

EA(t) :EAl(t)+EA2(t). (13)

Adding this anatomical constraint significantly improves the depth
reconstruction of the face, which we will show in Section 8. As a
by-product, the anatomical bone tracking result can also be used to
automatically estimate a rigid stabilization of the face sequence, as
proposed by Beeler and Bradley [2014].

5.4 Temporal Regularizer

Due to noise in the input data, e.g. from optical flow computations,
small errors in reconstruction can cause temporal flickering. We
overcome this by adding a temporal regularization term, consisting
of two parts. First, the head pose should change smoothly, and
second, the local face deformation should change smoothly. Thanks
to our new face model, these constraints can be easily formulated on
a subset of our variables, namely the anatomical bone motion and
the local blend coefficients. Specifically, for the skull we impose
a constraint on the movement of the pivot point o, and for the jaw
motion and local deformation we directly minimize the change of
their parameters over time. The temporal regularization term is thus
written as

Er(t) =Ar1llo(t) — o(t — D)|I*+
/\T2||9(t) -0 -1+ 14
ATSZ llexi (t) — et = 1)|J*.

Note that in case of the jaw the magnitudes of the angular compo-
nents expressed in radians and the translational component given
in mm are compatible and therefore the terms can be used without
reweighting.

5.5 Optimization

Our energy function is defined as a least squares problem, which
can be solved by the Gauss-Newton method. Due to the rotational
components in {M;}, M, and © our energy is non-linear. We
therefore first linearize the energy using a Taylor expansion and
explicitly compute the analytical gradient for each term. Then we
compute the Jacobian matrix for the normal equations in the Gauss-
Newton solver. We chose to represent the rigid transformations
as exponential maps, which have proven to work well for rigid
tracking [Bregler et al. 2004]. As each patch is related only to its
neighbors, the Jacobian matrix is very sparse. We use the Intel MKL
library to solve the sparse matrix to obtain a vector to update our
current solution, and this is iterated for N;¢e, iterations.

For all of our datasets we use the following parameters: Ay = 1,
Ao =1, Aa1 =100, Aa2 = 10000, Ar1 = 40000, Ar2 = 40000,
Ars = 400, and N;ter = 12. The only exception is for the high-
speed sequence shown in Fig. 13, where Ar3 = 0 because the local
deformation of the real skin is actually very fast. An analysis of
the number of patches N and the subspace size K will come in
Section 7, but for completeness we use N = 1000 and K = 9.

The result of local patch reconstruction is a set of distinct local
skin patches and the anatomical bone positions for each frame. The
remaining step is to combine the patches into a single global face
mesh.

6 Global Patch Blending

Our single view local tracking method provides an estimate of the
reconstructed face, provided as a set of patches with local deforma-
tion and global positions. As we only impose a soft constraint on
the overlapping patch boundaries, the shared vertices could have
different position estimates from different patches. An example is
shown for one frame in Fig. 5.a, where the patches are not connected.
We desire a single global face mesh. A naive approach to combine
the patches is to directly average the positions of vertices that be-
long to more than one patch, as shown in Fig. 5.b, however this
results in visible seams between the patches. In order to obtain a
seamless reconstruction, we must actually blend all vertices (not
just the ones that were in overlap regions). We propose a weighted
averaging method, which gives higher influence to patches for which
the vertex is geodesically closer to the center of the patch. We ap-
proximate geodesic distance by computing the shortest path along
mesh edges. Specifically, for each vertex v, we compute the approx-
imate geodesic distance d,; to the center of each patch 7, and then
compute a weight for the patch as

6
2 ) : (15)

Wy, = €xp (
0—5

where o is the standard deviation of a Gaussian kernel, empirically
set to 1.6 times the average width of a patch, as a Gaussian kernel
created with this size covers roughly half the area of a 3 x 3 patch
neighborhood within one os. After the weights from all the patches
are computed they are normalized to 1. With the normalized weights
W, i, the new position for vertex v is computed as

N
=2 et (16)

where x, ;(t) is the estimated position from patch . The resulting
global patch blend is shown in Fig. 5.c. Note that computing the
weights can be time-consuming since many geodesic paths must be
traversed, however on the one hand we do not have to compute a
weight for every patch, as the influence of patches becomes negli-
gible after approximately 20, and on the other hand the weights
depend only on the mesh topology and the Gaussian kernel which
remain fixed for a given actor and are thus computed only once.

7 Subspace Analysis

As we will demonstrate in Section 8, the proposed local deformation
model is much more expressive than a global blendshape model, and
will require many fewer training shapes. In addition to the number
of shapes employed to create the subspace (K in Section 4), our
local deformation model is also largely influenced by the size of
the patches (related to N in Section 4). The patch size essentially



Figure 5: Global patch blending. (a) The individual patches after
optimization, (b) naively blending them results in visible seams, (c)
our weighted blending result.

a) Patch Analysis b) Shape Analysis

250

-

Procrustes Error [mm]

Procrustes Error [mm]
o kN w s ou oo

500 2000

1000

15
0 500 1000 1500 2000 2500 3000 3500 4000 4500
Patch Count Shape Count

°
B
o
1

Figure 6: Analysis — We analyze the impact of the patch size (a) as
well as how many and which expressions to include (b). The nine
most significant expressions plus neutral are shown in Fig. 7.

determines the locality of our model and trades flexibility versus
robustness. In this section, we analyze the impact of these two
quantities on the model. We will start by determining a good patch
size and then look into identifying which expressions to include.
To ensure the analysis is not influenced by errors in the input data
(e.g. from optical flow), we use ground truth 2D motion vectors
in this section and will investigate the degradation of our method
under imperfect input data in Section 8. To obtain the ground truth,
we perform experiments on a sequence reconstructed by Beeler et
al. [2011] and project the known mesh motion onto the image plane
of one of the cameras. This approach also gives us ground truth
geometry to analyze the single-view reconstruction error.

Patch Size Analysis. As mentioned above, the size of the patches
directly influences the locality of our model. The smaller the patches,
the better the model will fit to the monocular input data in the image
plane, but at the same time the depth will be less well constrained.
To identify the optimal patch size we tested varying patch sizes
by fitting our model to 160 frames which contain substantial skin
deformation. As error measurement we use the Procrustes distance,
which corresponds to the average Euclidean distance between our
fit and the provided ground truth shape. As can be seen in Fig. 6.a,
a partition into around 1000 patches gives the best result, and it
also shows that the exact number of patches is not critical since
the quality degrades gracefully around the optimum. We therefore
chose to use 1000 patches for all results presented in this paper.
The subspace was constructed from all available shapes for this
experiment and we will describe next how this set can be reduced.

Expression Analysis. When building an actor-specific rig, peo-
ple typically acquire a well defined set of shapes by scanning the
actor. One standardized set of shapes was introduced by Eckman
and Friesen [1977] in the late 1970s, which is still very much used
in industry with slight variations. This face set contains over 100
shapes. For practical reasons we focus our analysis on a common
subset of 26 expressions, which we capture for all three of our ac-
tors. To answer the question regarding which of these expressions to

Figure 7: Shape Ranking — We analyze which shapes are the most
important ones to be included into our deformation subspace and
rank them according to their significance. The two most important
ones are the open and closed faces, which intuitively capture the
gross deformation of a face.

include in our subspace, we take an iterative approach, starting with
the neutral expression and iteratively adding the most significant
missing shape to the deformation subspace. We define the most
significant shape as the one that is least well explained by the current
subspace, and consequently will expand the subspace the most. To
rank the shapes we therefore fit all local patches to all candidate
shapes using the current subspace and again compute the Procrustes
distance. To reduce the danger of overfitting to one person we com-
pute the distance on all of our three actors simultaneously. If the
next most significant candidate is an asymmetric expression, we also
include its counterpart into the subspace to prevent biasing the model
to one side. To assess the quality of the subspace, we then test it on a
validation sequence of ~480 frames, for which we also have ground
truth. Fig. 6.b summarizes the results and shows that the error is
reduced exponentially by incrementally adding the most significant
shape to the model. The nine most significant shapes plus neutral
are shown in Fig. 7. Already with the two most significant shapes,
namely the open and closed faces where the actor stretches and com-
presses the complete face as much as possible, our model can cut
the error in half. From this analysis we found that nine expressions
plus neutral provide a good tradeoff in terms of fitting accuracy over
model complexity and we thus use a nine-dimensional deformation
subspace for all results in this paper. In contrast to typical global
blendshape models that require over 100 shapes in industry practices,
our local model allows for an order of magnitude reduction in the
number of shapes and hence amount of pre-processing work and
actor time required to build the face model.

8 Results

In this section we first analyze our method quantitatively and qual-
itatively and compare to other models. Then we demonstrate the
versatility of our approach in several different application scenar-
ios, including dense optical flow based performance capture, sparse
marker based motion capture and very sparse direct manipulation
via a sketch interface.

8.1 Evaluation and Comparison

Just as for Section 7 we continue to use ground truth motion for our
evaluation and then switch over and analyze the performance under
imperfect input data. We start by assessing the importance of our two
main contributions, the local deformation model and the anatomical
constraints. For this we compare our model to the traditional global
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Table 1: Model Comparison — We list mean Procrustes error (1)
and standard deviation (o) in mm, computed over ~480 frames.
For conciseness, ‘G/L’ specifies the model (global blendshapes vs.
local deformation), ‘A’ indicates that anatomical constraints were
used, and the number stands for the amount of shapes employed to
build the subspace in addition to the neutral. The proposed model
(rightmost column) performs best in all cases.

blendshape model as well as a naive local deformation model that
does not use anatomy. For the global blendshape model we used all
26+1 blendshapes available and for the local deformation models
we employ a subset of 9+1 shapes as described in Section 7. The
‘+1” refers to the neutral shape. For completeness we also added
anatomical constraints to the global blendshape model for compar-
ison. Table 1 lists mean Procrustes errors and standard deviations
for all five models. For conciseness, ‘G/L’ denotes global blend-
shapes vs. local deformation model, ‘A’ indicates that anatomical
constraints where employed and the number specifies the amount
of shapes used to build the subspace. The first row reports errors
under perfect motion input, the second row shows how the models
degrade under real world conditions using optical flow ([Brox et al.
2004]) as input data, and the third row shows the impact of reducing
the density of the input data. As can be seen, the proposed approach
clearly outperforms the other methods for all scenarios.

Perfect Input Data. Under perfect input data, the proposed
method with 9+1 shapes outperforms the full global blendshape
model with 26+1 shapes by more than a factor of two and the naive
local deformation model almost by a factor of four. Fig. 9 gives
an indication on how the errors are distributed and shows that both
global and local models distribute the error over the full face due to
the least squares norm used. Our method tends to concentrate the
error predominantly at the neck, where no anatomical constraints
can provide robustness. The graph on top of Fig. 9 shows that our
method performs consistently well over all ~480 frames, where the
others show great temporal variation. For the global blendshape
model, this stems from the fact that it performs very well when
the expression is part of the subspace but cannot extrapolate at
all. Therefore, global models require to include many more shapes
than local ones. Following Fig. 6.b our local deformation model
can achieve similar performance to the global blendshape model
with 26+1 shapes already with only 4+1 shapes, which means it
requires about 6-7 times less expressions of the actor to be captured,
processed and stored. Local models have the power to extrapo-
late, however, without anatomical constraints the local deformation
model suffers from depth ambiguities, leading to the worst overall
performance. Adding anatomical constraints not only improves the
quality of the local deformation model substantially but also helps to
constrain the global blendshape model better, as it adds stabilization
to the global model which effectively reduces the amount of error
shifted from fitting the non-rigid expression to the rigid head pose.

We also compare our new model to a region-based linear face
model [Tena et al. 2011] on the perfect input data. Both models have
been built from the same 9 + 1 training shapes (Fig. 7). The method
of Tena et al. achieves a mean Procrustes error of ;x = 5.84mm with
standard deviation o = 2.49mm. Compared to other approaches
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Figure 8: Comparison to Tena et al. — Our local deformation
model can reconstruct the local shape more accurately than the
region-based linear model of Tena et al. [2011] since our patch
layout exhibits much higher granularity and is thus more flexible
(right). Even so, our method does not suffer from depth ambiguity
common to local models thanks to the anatomical constraints and
thus also exhibits higher accuracy in absolute position (left).

(Table 1), this region-based linear model improves over pure global
blendshapes, but still falls short when compared to our method
(= 1.39mm, ¢ = 0.61mm). These measurements are further
supported by Fig. 8. The proposed model not only reconstructs the
local shape more faithfully since it exhibits much higher granularity
(1000 patches vs. 13 regions), it also suffers much less from depth
ambiguity and can thus more faithfully reconstruct the face in depth.

Imperfect Input Data. Under imperfect input data, referring to
Table 1 the performance of all methods drop and on first glance
the quality improvement of our method over the others seems less
significant. Considering the low standard deviation, however, indi-
cates that the gross error of our method is due to head pose depth
estimation, while the relative expression to the skull is still very rea-
sonable. This hypothesis is confirmed by computing the Procrustes
error after stabilization, which reduces the error from 5.01mm down
to 1.68mm. This means that even though the absolute head pose in
depth is not estimated perfectly, the relative expression motion can
still be recovered very well, which is good news as this is the most
important information for many applications, such as retargeting.

Sparse Input Data. The last row of Table 1 shows the perfor-
mance under sparse input data provided by a set of ~110 markers
distributed as depicted in Fig. 14. Since marker positions are typi-
cally tracked very accurately and robustly, we again use the ground
truth 2D motion at these sparse locations. Our method degrades
only minimally for this sparse input data leading to visually very
similar expressions as can be seen in Fig. 14. This indicates that
our method is very well suited to augment traditional marker based
motion capture pipelines.

Stabilization. As a very beneficial side-effect, our method pro-
duces shapes which are implicitly stabilized. Stabilization refers to
the process of removing the rigid motion of the head to recover the
true expression changes [Beeler and Bradley 2014] and is essential,
for example, for performance transfer. Stabilization is a very tedious,
time consuming and oftentimes manually assisted process. To assess
the quality of the estimated skull motion we compare in Fig. 10 to
the method of Beeler and Bradley [2014] and found that we achieve
very similar results. As before, most of the error is concentrated on
the neck, not affecting the face itself.

8.2 Applications

Now we demonstrate the robustness and versatility of the proposed
method on a variety of input sources. The temporal aspects of our
results are best viewed in the accompanying video.
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Figure 9: Model Comparison — Comparing the global blendshape
model based on 26+ 1 blendshapes (blue) to the local deformation
models without (red) and with anatomical constraints (green) based
on a subset of 9+1 shapes for a sequence of ~480 frames (left to
right).

Dense Input. We start with three examples that use dense optical
flow as the data term. Fig. 11 shows results achieved in a studio
setup, where we added a synchronized side camera for validation
(Dalsa Falcon 4M60). The figure qualitatively compares to results
provided by Beeler et al. [2011]. Our method achieves visually very
similar results from a single camera where Beeler and colleagues
use seven. The main difference is visible in the less-pronounced
wrinkles where they are not part of the local shape subspace.

Fig. 12 shows results on footage acquired in the wild, from a helmet-
mounted GoPro 4 (left) and a handheld iPhone 5 (right), both cap-
tured outside under overcast sky. Such setups are very compelling as
they require only very affordable hardware and impose only minimal
constraints onto the actor. The GoPro sequence contains a lot of
secondary motion as the actor moves, and also substantial camera-
shake, which is best seen in the accompanying video. Nevertheless,
our method manages to robustly reconstruct the facial expressions
over time since it implicitly stabilizes the face via the anatomical
constraints.

Finally, Fig. 13 demonstrates a very challenging use case, where
we capture an actor with a high-speed camera (Sony F55) at 240fps
while blowing compressed air at his face. The stream of air forms
ripples on the actors cheek propagating upwards. Capturing such a
scenario with a global blendshape model would be nearly impossible
since the external forces create face shapes which are far outside the
pre-acquired expression space. Our model is capable of reproduc-
ing these ripples, even though the optical flow estimation is quite
inaccurate at times.

Sparse Input. Our model does not require dense input but also
performs well when constraining only a very small subset of the
vertices. Fig. 14 mimics a classical marker based motion capture
scenario, where the actor’s face is covered with a sparse set of
markers. These markers are then tracked over time and used as
sparse constraints to our method. The result is visually almost

Figure 10: Stabilization — Our method implicitly stabilizes the
shapes since it estimates the rigid skull transformation. This allows
to compute the skin deformation relative to the skull, which is less
susceptible to depth ambiguities than the absolute position as can be
seen in the lower left. Overall, our stabilized results are very similar
to the ones of Beeler and Bradley [2014].

Input Image Ours Ground Truth Input Image Ours Ground Truth

Figure 11: Qualitative Evaluation — We show results of our method
on two different expressions using dense ground truth motion. The
reconstructed shapes are visually very similar to ground truth, also
when seen from a side view. The biggest visible difference is in the
less-pronounced wrinkles where they are not part of the local shape
subspace.

identical to using dense constraints and also very similar to the
high-quality shapes provided by Beeler et al. [2011]. The last row
in Table 1 supports these findings quantitatively, showing the error
increases only slightly when using sparse constraints as input.

Reducing the input even further, Fig. 15 shows an application of
direct, user guided manipulation. In a sketch based interface, the
user can draw a set of source (green) and target strokes (blue) onto
the face to control its deformation. The yellow stroke in the first
column indicates that source and target strokes coincide. Drawing
on an image in 2D instead of manipulating a shape in 3D can be
very attractive for less technical users. For example, by fixing
a stroke on the left eyebrow and moving a second stroke on the
right eyebrow upwards, the system plausibly synthesizes a shape
including forehead wrinkles on the right side of the face. In the third
column, the chin area is translated with a single stroke causing also
the underlying jaw to move. The artistic control can lead to shapes
which are physically not achievable by the actor, such as shown in
column four. Here the jaw has been constrained into an extremely
wide open position by the artist, yet still the resulting shape does
look plausible. This could allow for cartoony and stylized facial
animation, where expressions are oftentimes exaggerated.



Figure 12: Capture In The Wild — Results on footage acquired with
consumer grade cameras in unconstrained outdoor setups. On the
left we show results on a helmet-mounted GoPro 4 and on the right
on video acquired with a handheld iPhone 5.

Extension to multiple views. Lastly, we would like to point out
that while designed for monocular input, extending the method to
include multiple views is straightforward. Adding additional views,
be it overlapping or not, simply adds additional equations to the
motion energy E)s introduced in Eq. 8. By adding just one more
camera, the slight error in absolute depth can be removed as shown
in Fig. 16. We would like to point out that even though our method
has minor errors in the monocular case when estimating absolute
depth, the relative deformations caused by the expression can be
faithfully recovered thanks to the anatomical constraints, as can be
seen in Fig. 10.

8.3 Limitations and Future Work

The proposed model presents a new way to think of model-based
facial tracking. In this paper we answer some of the questions but
quite a few remain, presenting some interesting future work.

We currently do only consider square patches and uniform segmen-
tation of the face. It would be very interesting to investigate the
benefits of using an adaptive approach with potentially irregular
patch shapes. Such an adaptive model could then better account for
the spatially varying complexity of skin deformation on the face.
Similarly, we currently regularize the data terms spatially uniformly,
but in particular for closeup cameras with large field of view, it could
prove beneficial to use spatially varying weights, for example scaled
by the area occupied in the images. Also, the dimensionality of the
subspaces is currently the same for all patches in our implementation.
Obviously, not every patch exhibits the same range of deformation
and thus an adaptive scheme could be employed to compress the
subspaces where they are less expressive.

Furthermore, from the three actors used in this work it is apparent
that not every person performs the same expressions in the same way.
An example is shown in Fig. 17, where one actor forms a kiss mouth
during the compressed expression while the others compress their
lips inwards and outwards, respectively. This has implications when
building the subspace and demands for very careful acquisition and
actor guidance.

Figure 13: High Speed Ripples — Our method successfully recovers
the shape of ripples propagating over the face caused by a stream of
compressed air. Recovering these shapes is possible thanks to the
local deformation model, which allows extrapolation outside of the
pre-captured shapes.

Ground Truth

Marker-layout Input Frame Dense Sparse

Figure 14: Marker Input — To test the performance of our method
in a sparse MoCap scenario, we synthetically applied a set of ~110
markers on the face as shown on the left. At the marker locations we
provide 2D motion vectors from ground truth, to mimic the fact that
markers can typically be tracked very accurately and robustly. The
recovered mesh (fourth column) is visually almost indistinguishable
from the mesh computed with dense input (third column) and also
very similar to ground truth (right column).

The anatomical constraints proposed in this paper are only the be-
ginning of what could be done. Adding in additional constraints, for
example teeth to better constrain the lips, jaw limits or even more
sophisticated tissue models could further improve the quality of the
approach.

Finally, our method currently requires about 1-2 minutes to recon-
struct one frame on a modern desktop computer for our high reso-
lution meshes (~700k vertices). We expect the method to perform
similarly well on lower resolution meshes and would like to improve
the overall implementation to achieve interactive rates. Then, sketch
based manipulation as shown in Fig. 15 could become an interesting
means of manipulating facial rigs in the future.

9 Conclusion

We present a novel anatomically-constrained local deformation
model for facial performance capture from monocular input data.
The proposed model is much more expressive than the traditionally
employed global blendshape models and requires many fewer ex-



Figure 15: Artistic Control— As our method can handle very sparse
input constraints, it opens up new possibilities for direct control. In
this example, a user draws a few source (green) and target (blue)
strokes on the 2D image and the method plausibly deforms the actors
face according to these strokes, adding in large scale expression
change and skin wrinkling, and even moves the jaw. The method
also extrapolates well to non-physical shapes (d) and could be used
e.g. to create stylized and cartoony facial animations.

pressions to be pre-acquired. Unlike local blendshape models, our
local deformation model explicitly decouples the rigid and non-rigid
local motion, allowing to recover face shapes at very high accuracy.
Furthermore, the proposed combination with anatomical constraints
renders it extremely robust, and suitable for single-view reconstruc-
tion. In addition, the method simultaneously provides an estimate
of the underlying skull bone, which allows to stabilize the captured
performance and to only extract the motion caused by the expression
itself without superposition of the head motion. We conduct an
in-depth analysis of the model parameters, namely the number of
shapes to use when building the subspace and the number of patches
which determine the locality of the model.

We demonstrate the versatility of the proposed method on a num-
ber of different inputs. We show results on footage acquired with
different cameras, ranging from studio setups with well controlled
illumination to unconstrained outdoor acquisition using GoPro and
iPhone devices, which are small and readily available. We also
demonstrate, for the first time, spatio-temporal reconstructions from
high-speed video footage of a face deforming due to external forces.
Specifically, we reconstruct the ripples forming on the face when
blown at with compressed air. The method works not only on dense
input data but generalizes also well to sparse data, such as marker
based MoCap or even artist created sketches.

We believe that the anatomically-constrained local deformation
model introduced in this work will have a substantial impact on
different areas of facial performance capture and animation, as it
combines the robustness of the traditionally employed global models
with the flexibility of local models. It also requires substantially less
expressions to be acquired, processed and integrated, which reduces
the effort required from actors and artists alike.
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Figure 17: One caveat is that actors might perform the same expres-
sion very differently. On the left we show the second most significant
shape according to our analysis, which the three different actors
interpreted in three very different ways, ranging from kiss shaped to
Sfully compressed lips (right).
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