Corrective 3D Reconstruction of Lips from Monocular Video
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Figure 1: We present a novel approach to extract high quality lip shapes (bottom) from just monocular video footage (top) based on a learned
regression function. Our approach reconstructs expressive mouth motions, such as a kiss or expressions with rolling lips, with high fidelity.

Abstract

In facial animation, the accurate shape and motion of the lips of
virtual humans is of paramount importance, since subtle nuances in
mouth expression strongly influence the interpretation of speech and
the conveyed emotion. Unfortunately, passive photometric recon-
struction of expressive lip motions, such as a kiss or rolling lips, is
fundamentally hard even with multi-view methods in controlled stu-
dios. To alleviate this problem, we present a novel approach for fully
automatic reconstruction of detailed and expressive lip shapes along
with the dense geometry of the entire face, from just monocular
RGB video. To this end, we learn the difference between inaccurate
lip shapes found by a state-of-the-art monocular facial performance
capture approach, and the true 3D lip shapes reconstructed using
a high-quality multi-view system in combination with applied lip
tattoos that are easy to track. A robust gradient domain regressor
is trained to infer accurate lip shapes from coarse monocular recon-
structions, with the additional help of automatically extracted inner
and outer 2D lip contours. We quantitatively and qualitatively show
that our monocular approach reconstructs higher quality lip shapes,
even for complex shapes like a kiss or lip rolling, than previous
monocular approaches. Furthermore, we compare the performance
of person-specific and multi-person generic regression strategies and
show that our approach generalizes to new individuals and general
scenes, enabling high-fidelity reconstruction even from commodity
video footage.

Keywords: Lip Shape Reconstruction, Radial Basis Function Net-
works, Face Modeling, Facial Performance Capture

Concepts: eComputing methodologies — Reconstruction;
Shape modeling; Supervised learning by regression;

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear
this notice and the full citation on the first page. Copyrights for components
of this work owned by others than the author(s) must be honored. Abstracting
with credit is permitted. To copy otherwise, or republish, to post on servers
or to redistribute to lists, requires prior specific permission and/or a fee.

1 Introduction

When designing virtual humans and creatures, animation artists pay
particular attention to the quality and realism of the facial animation.
In recent years, approaches to capture dense shape, motion and
appearance of real faces have been developed in computer graphics
and vision. Nowadays, animation artists can use captured facial
performances as a baseline when creating facial animations, which
drastically simplifies their workflow.

Many state-of-the-art passive facial performance capture methods
enable high-quality, dense, static [Beeler et al. 2010; Ghosh et al.
2011] and dynamic [Bradley et al. 2010; Beeler et al. 2011; Klaudiny
and Hilton 2012] reconstruction of the human face from multi-view
data. They capture the geometry of the entire face, or specifically the
eyelids [Bermano et al. 2015], the eyeball [Bérard et al. 2014], facial
hair [Beeler et al. 2012], or scalp hair [Luo et al. 2012; Echevarria
et al. 2014; Hu et al. 2015]. More recently, even monocular methods
were developed that capture dense face geometry from monocular
RGB [Suwajanakorn et al. 2014; Shi et al. 2014; Cao et al. 2015;
Garrido et al. 2016; Thies et al. 2016] or RGB-D [Hsieh et al. 2015;
Thies et al. 2015] video.

Unfortunately, none of these methods accurately captures the incred-
ible range of shapes and deformations of moving lips. In particular,
expressive mouth motions, such as a kiss or expressions with rolling
lips, are almost impossible to reconstruct, even with multi-view
methods in controlled studios. Further still, subtle lip shape dif-
ferences that may disambiguate a friendly smile from a smirk, are
very hard to capture. Passive photogrammetric reconstruction of
lips is fundamentally hard due to several of their intrinsic properties:
Lips are almost featureless in appearance, specular, show subsurface
scattering, and exhibit very quick and shape-dependent changes of
blood flow. They are highly deformable, their skin strongly stretches
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and compresses, and they exhibit strong self-occlusions complicat-
ing surface tracking. Contour-based tracking is another option to
estimate lip shapes. However, while the outer contour of the lips cor-
responds to a fixed ring on the face, the inner contour is an occlusion
boundary (or so-called “rolling contour’) and is not associated to
any fixed location on the lips, making contour-based shape tracking
very challenging.

Yet, accurate animation of the lip motion of virtual humans is of
paramount importance. Face-to-face communication is multi-modal
and combines the visual and auditory channels. Subtle visible nu-
ances in face and mouth expressions can strongly influence inter-
pretation of speech and intent, and exact mouth motion is essential
for the hearing-impaired relying on lip reading. A video with a
purposefully modified lip motion can even make us hear a different
vowel, even if the audio channel is playing the correct one - an effect
known as the McGurk effect [Nath and Beauchamp 2012]. Thus,
animation artists spend a lot of time and effort to adjust incorrectly
captured lips.

Only few passive methods so far explicitly addressed lip shape
reconstruction. Bradley et al. [2010] use a dense multi-view passive
performance capture system with controlled lighting and improve
lip reconstruction with detected contour constraints. However, they
ignore the rolling nature of the inner contour and thus sacrifice
accuracy. Bhat et al. [2013] combine blend-shape tracking and
out-of-model deformation for improved lip shape tracking from a
multi-camera face helmet, however they use markers and manual
labeling of occluded contours. Anderson et al. [2013] use a multi-
camera photometric stereo system, and match lip contours with
predefined iso-lines on the surface mesh. All of these approaches
require professional camera setups and the lip shapes that can be
acquired are still limited, e.g. lip rolling remains a challenge to
capture.

We therefore present the first automatic method to passively capture
detailed expressive lip geometry along with the dense geometry of
the entire face, from just monocular RGB video. Our first contri-
bution is the adaptation of a state-of-the-art multi-view face perfor-
mance capture system such that it reconstructs high-quality 3D lip
geometry, including rolling and skin stretching (Section 3). This is
accomplished by adding additional features to the lips through the
application of an artificial color pattern. Using this setup, we record
a training set of high-quality 3D face and mouth motions of several
individuals, along with RGB video. We believe that our work is the
first to generate an accurate lip shape dataset of this quality.

Our second contribution is a new model-based facial performance
capture method. At its core is a new regression method based on a
radial basis function (RBF) network trained on the aforementioned
database, see Section 5 and Fig. 2. It learns the difference between
inaccurate shapes of lips found with a state-of-the-art monocular
face performance capture method [Garrido et al. 2016], and the true
3D shapes of lips (and the surrounding face region) reconstructed
by the high-quality multi-view system (Section 4). Rather than re-
sorting to unreliable photometric features, we use shape features
computed from extracted inner and outer lip contours as input to
a robust gradient domain regression strategy. We thus indirectly
exploit the relation between lip contour shape and 3D lip shape,
without having to explicitly assign 2D-3D correspondences during
model-based face tracking. We quantitatively and qualitatively show
that our monocular approach can capture detailed shape and motion
of lips, even rolling lips and kiss shapes, at much higher quality than
with previous monocular methods. We compare the performance
of person-specific and multi-person generic regression models and
show that our approach generalizes to unseen individuals and gen-
eral scenes, enabling high-fidelity reconstruction even from mobile
phone videos (Section 6).

Input BEL  Training Data (Sec. 3)

Figure 2: Pipeline - Lip correction radial basis function network.

2 Related Work

Capturing the geometry, appearance and motion of the human head
has received a lot of attention. In the following, we highlight selected
related work.

Digital Head Models and Head Reconstruction. Photo-
realistic digital faces can be realized by a combination of high-
resolution 3D scanning and video-based animation [Alexander et al.
2010; Alexander et al. 2013]. In general, facial identity and ap-
pearance is often represented based on a 3D parameteric shape
prior [Blanz and Vetter 1999] or a 2D active appearance model
(AAM) [Cootes et al. 2001]. Expression changes are parameterized
based on blendshapes [Lewis and Anjyo 2010] or physics-based
muscle simulation [Sifakis et al. 2005]. The combination of both
the identity and expression dimension in one holistic multi-linear
model [Vlasic et al. 2005], has also been proposed.

High-quality static [Beeler et al. 2010; Ghosh et al. 2011] and dy-
namic [Bradley et al. 2010; Beeler et al. 2011; Klaudiny and Hilton
2012] 3D face models can be passively reconstructed from multi-
view imagery. In addition to the facial geometry, eyelids [Bermano
et al. 2015], the eyeball [Bérard et al. 2014], facial hair [Beeler et al.
2012], skin reflectance properties [Wenger et al. 2005; Weyrich et al.
2006] and micro-structure detail [Graham et al. 2013; Nagano et al.
2015], or scalp hair [Luo et al. 2012; Echevarria et al. 2014; Hu et al.
2015] can be captured at high fidelity using such professional setups.
Other approaches aim for light-weight acquisition of game-quality
avatars, capturing the entire head and its animation from multi-view
imagery and a video captured with a mobile device [Ichim et al.
2015]. Garrido et al. [2016] build a personalized animatable 3D face
rig that models person-specific idiosyncrasies from just monocular
video. All these approaches struggle with accurate reconstruction of
expressive lip motion.

Face Performance Capture and Applications. Facial perfor-
mances can be captured offline in controlled studios [Borshukov
et al. 2003; Pighin and Lewis 2006], optionally with invisible
makeup [Williams 1990] or facial markers [Guenter et al. 1998;
Bickel et al. 2007; Huang et al. 2011]. Many markerless approaches
use multi-view video data [Bradley et al. 2010; Beeler et al. 2011;
Valgaerts et al. 2012; Fyffe et al. 2014] or input from active triangu-
lation scanners [Wang et al. 2004b; Weise et al. 2009]. Multi-view
video performance capture has been demonstrated using a combina-
tion of dense flow and a sparse set of correspondences between the
input and static scans [Fyffe et al. 2014]. Generic blendshape models
can also be tracked from captured stereo data [Valgaerts et al. 2012]
and single-view RGB-D video [Weise et al. 2011]. High-fidelity
performances have been reconstructed by combining marker-based



motion capture with a minimal set of face scans [Huang et al. 2011].
Some recent methods obtain high-quality facial animations by fit-
ting a 3D template model to monocular video data and estimating
fine-scale detail from shading cues [Garrido et al. 2013; Shi et al.
2014; Suwajanakorn et al. 2014]. Again, these approaches do not
succeed at reconstructing accurate lip shapes.

In contrast to these offline approaches, several real-time techniques
were developed. Weise et al. [2011] track a parametric blendshape
model with a commodity depth camera. Chen et al. [2013] propose
a tracking approach based on non-rigid mesh deformation. 3D
regression can be used to infer a sparse set of 3D landmarks just
from monocular data [Cao et al. 2014], or to regress fine-scale
transient surface detail [Cao et al. 2015], i.e. expression wrinkles.
Tracking and shape accuracy can be improved based on corrective
layers [Bouaziz et al. 2013; Li et al. 2013], and face occlusions, e.g.
from hair strands [Hsieh et al. 2015], can be resolved.

Face reconstruction enables face reenactment [Suwajanakorn et al.
2015; Vlasic et al. 2005], image-based puppetry [Kemelmacher-
Shlizerman et al. 2010] and face replacement [Dale et al. 2011].
Garrido et al. [2015] propose a method for virtual dubbing. They
explicitly enforce lip closure based on detected phonemes, but do
not obtain high-quality lip shapes. Thies et al. [2015; 2016] reenact
RGB-(D) videos at real-time rates. They do not explicitly handle the
tracking of lips leading to non-photorealistic results if they undergo
strong shape changes. The quality of all these approaches would
greatly improve if high-quality 3D lip shapes could be reconstructed
from just monocular data.

Lip Tracking and Occluding Contours. The challenging appear-
ance and deformation range of lips makes lip detection and tracking
from monocular video hard. Many approaches focus on 2D contour
lines and do not recover dense 3D information. Nguyen et al. [2009]
use a semi-adaptive appearance model to track lips in image data.
Lip contours are often tracked based on 2D snakes and pattern match-
ing [Barnard et al. 2002]. Also semi-automatic approaches based on
snakes and a parametric contour model have been proposed [Eveno
et al. 2004] to obtain accurate results. Tian et al. [2000] propose a
model-based approach to lip tracking. They use a multi-state mouth
prior and their alignment strategy is based on shape, color and mo-
tion. Tracked lips can improve speech recognition accuracy [Kaucic
and Blake 1998; Wang et al. 2004a].

In contrast to these 2D tracking approaches, recent multi-view recon-
struction methods extract and model the dense 3D shape of the lips
in controlled studio conditions. Kawai et al. [2014] propose a photo-
realistic approach for inner mouth restoration by fitting animations
to speech signals. Bradley et al. [2010] do high-resolution passive
facial performance capture and improve lip tracking based on edge
detection and silhouette alignment contraints. Bhat et al. [2013]
record with a head mounted multi-camera rig and face markers, and
use a combination of blendshape fitting and out-of-model deforma-
tion with manually annotated occluding lip contours. Anderson et
al. [2013] propose an automatic approach for tracking lips using
an iterative alignment strategy. The alignment constraints make
the occluding contour of the lips match to automatically selected
predefined isolines on the mesh’s surface. All these methods require
multi-camera input and controlled recording conditions, yet many
of them still struggle with strongly occluded and very expressive
mouth shapes. Liu et al. [2015] propose a data-driven approach that
fuses RGB-D video and audio for real-time mouth shape refinement.
However, the reconstructed mouth shapes lack expresiveness and fall
short in accuracy. Hence, our method is the first to capture highly
expressive lip shapes from monocular video in general surroundings.

3 Data Collection

In this work, our goal is to enhance lightweight face capture methods,
in particular by improved reconstruction of the lips (and the adjacent
mouth region). Lips tend to be one of the most challenging facial
regions, especially for under-constrained capture approaches such
as monocular reconstruction. Our approach constructs a training
database of high-quality lip shapes and learns a regression func-
tion that explicitly maps approximate lip shapes from a lightweight
capture method to high-quality and accurate shapes.

3.1 High-Quality Lip Database

We start by building a database of high-resolution 3D lip shapes with
the state-of-the-art reconstruction method of Beeler et al. [2011],
which uses a multi-view camera setup and controlled studio lighting
to produce high-resolution face meshes that are in full vertex corre-
spondence over time. For our application, we configure the physical
setup (see Fig. 3.a) such that four cameras are directly focused and
zoomed in onto the lip region (one stereo pair from above and one
from below), and six additional cameras (three stereo pairs) frame
the entire face. Obtaining highly accurate lip reconstructions even
in such a controlled environment can be very challenging, since the
lips have very few features and change appearance over time. To
overcome this and obtain the best possible 3D data, we apply pat-
terns to the lips via temporary tattoos' (see Fig. 3.b), which provide
surface disambiguation and consistency of appearance over time,
without drastically altering the natural lip motions of the subject.
Fig. 3.c shows a subset of reconstructed lip shapes. The ground truth
training data is cleaned up as a pre-process, e.g. gums are masked
out to remove penetrations. We assign correspondences between
our base mesh and the ground truth reconstructions once per subject
using the method described in Section 4.1. To ensure good corre-
spondences of the occluding lip contour, we use a reconstruction
of the neutral pose with slightly open mouth. The region used for
correspondence association is shown in the supplemental document.
No further assignment is needed as both meshes preserve temporal
correspondence. Our training set, the first of its kind, contains a very
high-resolution and accurate lip shape H s for each frame f. The lip
shapes span a wide range of lip motions including smiling, frowning,
smirking, kissing, puffing, rolling in/out, sticky-lips and side-to-side
mouth motions. The dataset consists of both transitions in and out
of these complex shapes, as well as general speech animations. The
complete database of 3289 total shapes captured from 4 different
actors is a central contribution of this work.

Figure 3: High-Quality Lip Database - Using a controlled multi-
view capture setup (a), and lip tattoos (b), we reconstruct high-
quality lip shapes for training (c).

3.2 Regression Training Data

Given the acquired high-quality shape #; of frame f, we wish
to learn the geometric difference between this shape and a coarse
approximation Cy produced by a conventional facial reconstruction
method. Our approach is generic and can be applied to enhance
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any reconstruction technique. In this paper, we enhance an off-the-
shelf lightweight monocular facial tracker [Garrido et al. 2016], but
monocular results with other trackers could be similarly enhanced.
This model-based face tracker is based on an analysis-by-synthesis
approach that minimizes the dense photometric error between the
model and each of the input frames. As a first step, it jointly com-
putes a coarse estimate of the person’s identity (geometry and dense
face albedo), face expression, and scene lighting. This reconstruc-
tion step is based on a multi-linear face model that spans the identity
and expression space and uses a spherical harmonics illumination
model. A personalized albedo texture is also generated and used
for tracking. The per-frame reconstructions are refined by an out-of-
space step that estimates a medium scale person-specific corrective
layer that allows for higher quality fits. Finally, shading-based geom-
etry refinement (i.e. shape-from-shading under estimated lighting
and albedo) can be applied to extract fine-scale static and transient
surface details from the RGB input. The tracker captures dynamic
face geometry at state-of-the-art quality (see comparisons in [Gar-
rido et al. 2016]), but, like all related monocular methods, struggles
to capture expressive lip shapes (Section 6).

In order to compute the shape difference for training, we need to
also run the lightweight tracker on the input training data. In this
case, we choose one of the frontal cameras of the multi-view setup.
However, the applied lip tattoos would lead to a bias when training
the regression function, since during testing the tracker will be
applied to monocular data without such artificially added features.
To alleviate this problem, we digitally inpaint the sequences to
remove the tattoos, as described in Section 3.2.1.

MOE (E) 1

Figure 4: Monocular Training Data - After inpainting the lips
(a), we apply the monocular face tracker of Garrido et al. [2016]
(b). The approximate lip shapes are shown in (c) and (d), while
corresponding high-quality reconstructions are given in (e) and (f).

The difference in lip shape between the monocular Cy and the high-
quality reconstructions H ; can be seen for one pose in Fig. 4. These
differences will be used to train a regression-based lip enhancement
algorithm (see Section 4). However, we found that the coarse lip
shapes alone are an insufficient feature for robust regression due to
the amount of possible ambiguity. For this reason, we add additional
image-based constraints, namely lip contour curves, which we detect
using semi-supervised learning, as described in Section 3.2.2.

3.2.1 Lip Tattoo Inpainting

Traditional digital inpainting involves replacing corrupt or unwanted
image pixels in a semantically meaningful way, typically using
surrounding pixels for context. Removing the unwanted lip tattoos
is a special case where neither interpolation nor copy operations can
generate plausible appearance since the tattoos cover the entire lip
region. Fortunately, we have more information available, namely
the reconstructed 3D geometry. We can therefore apply a geometry-
guided inpainting process by capturing and reconstructing each actor
one additional time without tattoos, and copying the lip region from
the un-tattooed image to the tattooed sequences. To this end, we
record the actor in the high-resolution setup of Beeler et al. [2011]
with the mouth slightly open (to avoid occlusions) and without
wearing the lip tattoo. During reconstruction of this pose, we use
the same mesh topology as in the lip shape database, putting the
un-tattooed shape in a dense vertex correspondence with the training

data. We construct a UV texture for the un-tattooed lips by projecting
the geometry into the camera images. Then, inpainting each tattooed
image can proceed by rendering the lip geometry from the viewpoint
of the camera using the un-tattooed texture and compositing the
output with the image using a feathering operation at the boundaries.
The drawback of this approach is that the inpainted lips will always
exhibit the same appearance and lack dynamic effects such as shape-
dependent shading. However, we can compensate for such effects
through a shading-equalization scheme. Specifically, we compute
the pixel-wise intensity difference of the lip region between each
frame and a reference pose, chosen to be similar to the un-tattooed
pose, and then add this frame-dependent appearance change to the
un-tattooed texture. An example inpainting is shown in Fig. 5.

Figure 5: Lip Inpainting - Geometry-guided inpainting is per-
formed in UV space to remove the lip tattoos. (a) One image of
the training set, (b) the corresponding UV texture, (c) the inpainted
UV texture, (d) the final inpainted image after compositing.

3.2.2 Lip Contour Detection

We aim to increase the robustness of our regression function by
adding 2D lip contour features in addition to the 3D geometric
features. Lips are almost featureless, highly deformable and their
appearance changes due to shape-dependent blood flow patterns.
The most reliable visual features of the lips are the inner and outer
contours, of which the inner is an occluding contour. We employ
the Boosted Edge Learning (BEL) algorithm proposed by Dollar et
al. [2006] to automatically detect the contours. BEL is a general-
purpose supervised learning algorithm for boundary detection, and
we train it separately on a few hand-labeled inner and outer contours
for each of the different illumination conditions, respectively. It is
based on a large set of generic fast features, which are evaluated over
a small image patch, including: gradients, histograms of filter re-
sponses, and Haar wavelets at different scales. We train two separate
detectors to regress the inner lip contour Bf and outer lip contour
B? likelihood maps (see Fig. 6) for each input frame f. In sum-
mary, the collected training data includes high quality 3D lip shapes
and detected inner and outer 2D lip contours, and corresponding
approximate lip shapes from a lightweight face tracker.

4 Lip Shape Correction Layer

We parametrize the difference between the high-quality reconstruc-
tions H s and the corresponding coarse monocular reconstructions
Cy in frame f using per-triangle deformation gradients [Sumner and
Popovic 2004]. Later on, this differential lip correction layer £; is
used to improve on the monocular tracking results.

Figure 6: Contour Detection - We apply BEL contour detection to
the input image (a) to find the outer (b) and inner (c) lip contour.
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Figure 7: Lip Correction Layer - The used part of the mesh in red.

4.1 Dense Correspondence Association

The 3D reconstructions (% and Cy) obtained by the two different
reconstruction approaches are not in vertex correspondence, and in
general may not even share the same coordinate system. As a first
step, we compute a dense set of triangle-to-triangle correspondences
based on a fully automatic Laplacian surface registration technique.
Since the only common element of the two reconstructions is the
input image, we use image-based landmarks as constraints for the
deformation. To that end, we use a facial landmark tracker [Saragih
et al. 2009; Saragih et al. 2011] to compute a set of 66 sparse land-
marks on the inpainted image of the neutral face. Back-projecting the
detected landmarks onto both the coarse mesh and the high-quality
mesh provide an initial set of surface correspondences. Based on
these constraints, we perform Laplacian surface deformation of the
coarse mesh, followed by a dense correspondence search based on
spatial proximity. Finally, a second Laplacian registration step is per-
formed based on these dense constraints and the resulting alignment
is used to establish dense triangle-to-triangle correspondences.

4.2 Gradient-based Lip Shapes

We formulate the shape correction layer in the gradient domain.
This is preferable over position-based corrections because the high-
quality and coarse meshes may differ by more than just lip shape,
e.g. the monocular tracker may also have a slight error in depth, and
gradient-based correction is ignorant of such global transformations.
The gradient formulation is also advantageous since it allows us to
regress improved shapes for only the confined region of the lips and
the surrounding mouth area, yet to smoothly blend these improve-
ments with the surrounding face. The gradient-based lip correction
layer captures differences in surface orientation, scale and skew for
all the 7" triangles in the lips and the local mouth region, as defined
by the mask shown in Fig. 7. In a first step, per-triangle deformation
gradients G;t) € R®*® between the T faces of the mesh Cy and
the corresponding triangles in H  are computed. We map from the
monocular tracking results to the high-quality reconstructions using
a neutral frame (first frame f = 0 of the sequence) as anchor point:

N —1
G = u . pY.[cP] . 1)
~~
Co—Ho
Ho—Hy cs—Co

The deformation gradients Cgf) and Hgf) model the expression of
the monocular and high-quality reconstruction, respectively. The dif-
ference in identity, simply caused by the quality difference in the two
trackers, is encoded using D®. The deformation gradients jointly
encode the rotation, scale and shear as a single matrix. This will be
problematic for regression, as internally the correction layer will be
interpolated linearly. For this reason, we extract the individual com-
ponents as a set of scalar values which can be linearly interpolated.
To this end, we compute the polar decomposition [Higham 1986]

of the gradient matrix Gﬂf) = QEf)SEf) factoring into rotation and
shear. Following Alexa et al. [2002], we parametrize the rotations
using the matrix exponential. Scale and skew are extracted from
the shear component. In total, this leads to 9 parameters per trian-
gle which allow for linear interpolation. The lip shape correction
layer €5 € R stacks the computed per-face deformation gradients,

outer
contour
distances

inter
contour
distances

Figure 8: Relative Distance Features - We use inner contour (red)
and outer contour (green) distances to define the robust features
used for lip shape regression.

and will be the target of our regression framework described in the
following section.

5 Lip Shape Regression

We learn the difference between the inaccurate and true 3D lip
shape based on a regression function. The captured training data
T ={Cs,Hy,BF,BF, £;}7_, consists of the inaccurate monocu-
lar reconstructions Cy, the accurate multi-view reconstructions s,
the computed inner B}" and outer B](? BEL contour maps and the
corresponding ground truth output layer £;.

5.1 Robust Features for Lip Shape Correction

We use a set of discriminative features f that allow to robustly predict
high-quality lip shapes given inaccurate monocular reconstructions.
In the feature vector we jointly encode the inaccurate reconstruction
result as well as the target contour constraints. We wish to encode
the reconstruction in a compact manner, which is also independent of
the particular reconstruction method in order to make our approach
as general as possible. For this reason, we define a low-dimensional
shape subspace 1) by computing Principle Components Analysis
(PCA) on the 75 blendshapes used for monocular tracking and keep
99% of the variance. The inaccurate results are then projected to
this subspace to obtain a shape vector of length |¢)| = 33. Target
contour constraints are defined by a set of relative features that take
the shape of the detected inner and outer lip contour into account.
These features are normalized based on the inter-ocular distance, to
make the regression results independent of global depth changes.
We sample the inner and outer lip contour based on a search that
starts from the monocular reconstruction result. To this end, in a pre-
process, we specify iso-lines of the outer lip contour on the template
geometry. Starting from sample points on the monocular reconstruc-
tion result of the outer contour, we search for the closest maxima
in the BEL likelihood maps along the gradient of the iso-lines. The
found maxima in the maps Bf and BJ(? are the corresponding points
of the inner and outer contour, respectively. We use the obtained
outer and inner contour points to define a set of relative features that
encode 10 distances on the outer and 10 distances between the two
contours, see Fig. 8. Note, this exploits the correlation between the
2D contours and the actual 3D lip shape. In total, together with the
PCA coefficients, the lip feature vector f has M = || 4+ 20 = 53
components.

5.2 Local Radial Basis Function Networks

Given the per-frame lip features and corresponding lip correction
layers {fy,£ f}?:l, we learn a per-triangle regression function
r® . RM RO using a vector-valued radial basis function (RBF)
network. We use a network architecture with a single hidden layer
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Figure 9: Reconstruction Quality - Our RBF Network regression
successfully improves a coarse base tracker [Garrido et al. 2016] to
better handle stretching, bending and rolling of lips. (Subject: S1)

(see [Bishop 2006]), the associated N < F' neurons ®,, : RM 4 R
have fixed prototypes p,, € R™ in feature space and share the same
scale § € R:

@, (f) = exp (— 8- Ilpn — 1113 ) @

Prototypes p,, are obtained by a temporally uniform sampling of the
training sequences. The output node implements a linear weighted
summation of the per-neuron activation levels and adds a constant
bias parameter b € RY:

N
rO@) =[S we.(0)] +b. 3)
n=1

‘We tackle the problem of finding the N weights wi e R using
ridge regression [Hoerl and Kennard 2000]:
] @

min [XF: Hr(t)(f E(t) + - Z Hw(t)
f=1

t
(Wi 3N,
ﬁ/—/
Egata Ereg

Here, the data term Eqqtq encodes how well the training data is
reproduced and the ridge regularizer E,.., prevents overfitting. The
importance of the regularizer is controlled by the ridge parameter
«. Optimal values for o and the scale parameter 3 are found via
cross-validation. Since the optimization problem is quadratic, the
minimizer can be found by solving a linear system. Note, the linear
system decomposes into 9 independent linear subproblems of size
N x N. Since all subproblems share the same system matrix (only
the right-hand sides differ), the regression function can be efficiently
computed.

Given a new input feature vector f, the corresponding per-triangle
correction can be obtained by £ = () (f). Afterwards, the high-
quality lip shape can be reconstructed by integrating the per-triangle
deformation fields using deformation transfer [Sumner and Popovic
2004]. Note, we perform all steps in a canonical frame for rotation
and translation invariance.

6 Results

We demonstrate the applicability of the proposed method on a variety
of different datasets. In addition, we evaluate our design choices and
compare with a model-based tracking approach using enhanced lip
blend shapes and explicit lip contour alignment constraints. In total,
we captured 3 female and 3 male subjects, henceforth referred to as
S1-S6. S1-S5 were recorded indoors in the multi-view setup using
4MP machine vision cameras, S5 was not used for training; for S4
and S6 we also have outdoor sequences captured with an iPhone

Base Ours (MS)

Figure 11: Lip Protrusion - Our regressor is more resilient to the
depth ambiguity inherently present in monocular tracking and can
plausibly reconstruct protruding and rolling lips. (Subject: S1)
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Figure 13: 3D Lip Shape - Our regressor captures inward and
outward rolling of lips given just a monocular video. (Subject: S6)

camera (resolution 1920 x 1080, 30 fps). We evaluate our approach
on 9 sequences (4 captured using a controlled studio setup and 5 in
a general uncontrolled environment). More results are available on
the project website”. In average the runtime of our method (after
training) is approximately 25 sec/frame on an Intel Xeon E5-2637
CPU (3.5 Ghz), where 20 seconds are spent on monocular tracking
(previous work) and 5 seconds are added for our new lip correction
approach. In all performed experiments, we use every tenth frame
of the training set to define the prototype vectors of our RBF lip
correction network. All parameters of our regressor remain constant
during the experiments. In our evaluation, we use three different
types of regressors:

e PS: A person-specific regressor trained for a specific subject.
This regressor is only applied to sequences of the same subject.
Note though that training and testing datasets are disjunct.

e MS: A multi person regressor trained on four different subjects
(S1-S4). The test subject can be any of the four. Again, training
and testing datasets are disjunct.

o GR: A generalization regressor trained on three or four sub-
jects (out of S1-S4). The identity of the test subject is not
included in the training set.

Improving Monocular Lip Reconstruction. First, we use our
novel lip correction network to improve the reconstruction quality
of a state-of-the-art monocular face tracker [Garrido et al. 2016],
to which we will refer to as base tracker in the following. To this
end, we use data captured by one of the frontal cameras of the multi-
view setup as well as outdoor video footage captured under general
uncontrolled illumination with an iPhone camera. A coarse base

Zhttp://gvv.mpi-inf.mpg.de/projects/MonLipReconstruction
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Figure 10: Results - Our proposed regression framework substantially improves on the lip shapes reconstructed by the base tracker, the
state-of-the-art monocular facial performance capture approach of Garrido et al. [2016]. Note how especially challenging lip motions, such
as rolling or stretching, are better captured in the refined results. Our regressor is even able to improve the reconstruction quality of the
surrounding area, such as nasolabial folds or the chin. (Subjects: SI (left), S4 (right))
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Figure 12: Generalization to a Novel Subject - Our approach generalizes well to novel subjects and general scenarios. (Subject: S6)
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Figure 14: Our RBF Regression Method vs. Augmented Model-based Tracking - Our RBFN outperforms a model-based tracker that uses
explicit contour alignment constraints and additional person-specific lip blend shapes. (Subject: S2)

reconstruction is obtained and the regressed lip correction layer is
applied. Fig. 10 shows the coarse base and refined reconstructions
for both setups. In this experiment we used the MS regressor speci-
fied above. As can be seen, the regressor successfully improves the
lip shapes of the monocular base reconstruction. Especially, inward
and outward rolling of the lips, lip protrusions, and the kiss shape are
nicely captured. This is further emphasized in Figs. 11 and 9, which
visualize surface stretching and shape change from side views.

Please further note that shape improvements are also visible in the
face region surrounding the lips, where the regression adds plausi-
ble bulging and folding of the skin, which supports the lip shapes
(Fig. 10, middle left). In addition, we applied our generalized regres-
sor (GR) to a novel subject captured outdoors under conditions that
substantially differ from our training environment, shown in Fig. 12.
Our approach generalizes nicely to such uncontrolled scenarios and
different illumination conditions, since the shape-based features used
for regression are less sensitive to changing environment conditions
than photometric cues. Again, inspecting the lips closely and from
the side (Fig. 13) clearly shows how the overall shape is improved
by our regression strategy.

Generalization Properties of the Regressor. We evaluate the
generalization properties of the proposed lip correction RBF net-
work. To this end, we trained a person-specific regressor PS, a
multi person regressor MS and a generalization regressor GR. We
qualitatively and quantitatively evaluate the accuracy of these three
architectures on a test sequence. Fig. 15 shows color coded error
maps with respect to ground truth reconstructions. For the corre-
sponding numbers see Table 1. The obtained reconstruction quality
is largely independent of the regressor type. This shows that our
approach generalizes well to novel subjects and does not require
person-specific training data.

Comparison to Model-based Lip Tracking. In order to perform
a baseline comparison, we extend the monocular face tracker [Gar-
rido et al. 2016], which also serves as our base tracker, by incorpo-
rating explicit lip blendshapes and lip contour alignment constraints.
Person-specific lip blenshapes have been computed based on the
high-quality multi-view reconstructions. In particular, we transferred
30 user-selected expressive lip shapes to the 3D identity shape esti-
mated by the monocular tracker using deformation transfer [Sumner
and Popovic 2004]. Lip contours are detected using BEL and the
optimization process tries to align the inner and outer contour of
the model with the ridges in the likelihood maps. Since the inner
contour is an occluding one, we perform this optimization in an
iterative flip-flop fashion. This is similar to the approach used in
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Figure 16: RBF Networks vs. Affine Regression - Non-linear
regression leads to smaller errors. (Subject: S2)

Table 1: Quantitative Evaluation - Tracking error in cm.

Base | Contour | Ours (PS) | Ours (MS) | Ours (GR)
w | 040 0.39 0.33 0.30 0.32
o | 0.14 0.12 0.12 0.10 0.11

Anderson et al. [2013]. As can be seen in Fig. 14, our approach
obtains higher quality results, which better align to the ground truth.
For the numbers see Table 1. This test shows that, in particular for
capturing the true rolling and stretching of the lips, even enhancing
previous model-based methods with additional image constraints is
not sufficient. We obtain a better spatial alignment, more expressive
lip shapes and better recover stretching and bending of the lips, with-
out having to tediously augment a parametric 3D expression model
per person.

Evaluation of the Regression Strategy. We compare our RBF
network with a simple affine regressor, see Fig. 16. Especially
surface dynamics are better handled by our non-linear approach.
We also quantitatively show this improvement in a cross-validation
experiment. To this end, we train both regressors on the same
training data, while leaving out a set of validation clips (732 frames).
In a first step, we select the best parameters for both regressors
using cross-validation. The RBF network performs best for o« = 0.1
and S = 0.1. For the affine regressor, the Tikhonov regularization
parameter ov = 2.0 leads to the best results. With these parameters,
our RBF network obtains an average feature space error of 0.13
(0.04 standard deviation). In contrast, the affine regressor has a
higher average feature error of 0.14 (0.05 standard deviation).

Influence of Input Features on Regression. We also quantita-
tively evaluate the influence of different input features. To this end,
we compare the cross-validation error as well as the tracking error on
our ground truth sequence (Subject S2) for different feature descrip-
tors. Table 2 and Table 3 show that the use of both PCA coefficients
and relative distance features improves upon descriptors that are only
based on one of these two features. This can mainly be attributed
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Figure 15: Comparison of Generalization - Our RBF network generalizes well beyond the training set. As can be seen, the general regressor
GR performs comparable to the PS and MS regressors, when the reconstruction error to the ground truth is evaluated. (Subject: S2)

Table 2: Influence of Features - Cross-validation error.

PCA Coeff. | Relative Distances | Combined
n 0.14 0.17 0.13
o 0.05 0.06 0.04

Table 3: Influence of Features - Tracking error in cm.

PCA Coeff. | Relative Distances | Combined
w 0.32 0.33 0.30
o 0.12 0.13 0.10

to certain ambiguities that can not always be resolved by relative
distances or lip shape geometry alone, e.g., symmetrically-consistent
lip deformations or depth-involving lip shapes, respectively.

7 Limitations

We demonstrate high-quality lip shape reconstructions even for chal-
lenging and expressive mouth motions, such as a kiss or rolling lips.
While we achieve these compelling results just based on monocular
video, our approach still has some limitations. First, our approach
is based on a set of collected training data, as such it shares the
limitation of learning based approaches: It does not generalize well
to situations that are drastically outside the span of used examples,
i.e. for faster or more expressed motions than used for training. In
such a case, the training set can be extended by capturing more
data. Such an extension requires the availability of a high-quality
multi-view setup, but has to be done only once. Also, while the em-
ployed feature descriptor is invariant to translation, it is not rotation
invariant and handling different head rotations would thus require an
extensive amount of additional training data. This problem could be
alleviated by compensating for rigid head motion before computing
the features, i.e. projecting the sample points back to a tracked plane
or the template mesh and computing the contour distances in 3D.
BEL is sensitive to lighting and strong color changes. Thus, we cur-
rently re-train the detector for the individual illumination conditions.
This could in theory be overcome with a sufficiently large dataset

containing these variations. Alternatively, this could be alleviated
by using a different contour detection strategy that is more robust to
these variations, which is easily possible since our algorithm does
not directly depend on the chosen structure detector. Our shape
features are only based on geometric properties and are therefore
invariant to these situations. Drastic appearance changes (e.g., dark
vs. pale skin color or beards) could be handled in a similar man-
ner. Mild facial hair is normally captured as high-frequency detail
by both the multi-view reconstruction and the baseline algorithm.
As such it can be decoupled from the coarse lip motion estimation.
Thick beards and occlusions can make our approach fail, since a
robust detection of the lip contours would not always be possible. In
general, we believe that the obtained reconstruction quality can be
further improved by increasing the amount of training examples. As
demonstrated, we are able to regress the shape of the lips very well,
but since our features are translation invariant, an accurate alignment
to the input data cannot be guaranteed. In many applications this is
not of paramount importance, i.e. lip reading or movie dubbing, but
future work could address this, for example, by incorporating the
detected contours as reprojection constraints into the gradient based
reconstruction strategy.

8 Conclusion

We present an approach to fully automatically reconstruct expressive
lip shapes along with dense geometry of the entire face, from just
monocular RGB data. At the core of our approach is a novel robust
regression function that learns the difference between inaccurate lip
shapes and true 3D lip shapes based on a captured database of high
and low quality reconstructions. Rather than resorting to unreliable
photometric features, we use shape features computed from extracted
inner and outer lip contours. We show that our monocular approach
reconstructs higher quality lip shapes, even for lip rolling or kiss
shapes, than previous monocular approaches.

Since subtle visible nuances in face and mouth expression strongly
influence the interpretation of speech and intent, we anticipate that
our approach will be particularly useful for applications that deal



with audiovisual content i.e. movie dubbing and lip reading.
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