
Geometric and Photometric Consistency in a Mixed Video and
Galvanoscopic Scanning Laser Projection Mapping System

Petar Pjanic∗ Simon Willi† Anselm Grundhöfer‡
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Fig. 1: (a) An input image, which is to be augmented, is separated into two representations, one for a video and one for a galvanoscopic
laser projector. Both devices are geometrically and photometrically calibrated which allows to apply color corrections and geometric warping to
generate consistent augmentations onto 3D geometry using both devices as can be seen in the photographs. The superimposed laser significantly
increases saturation and dynamic range and enables local high dynamic range effects. In (b) and (c), photographs of additional augmented
projections are shown. All photographs in the paper were taken with a Canon EOS 5D Mark II, ISO 100 and f /22 aperture to show consistent
comparison.

Abstract—We present a geometric calibration method to accurately register a galvanoscopic scanning laser projection system (GLP)
based on 2D vector input data onto an arbitrarily complex 3D-shaped projection surface. This method allows for accurate merging of
3D vertex data displayed on the laser projector with geometrically calibrated standard rasterization-based video projectors that are
registered to the same geometry. Because laser projectors send out a laser light beam via galvanoscopic mirrors, a standard pinhole
model calibration procedure that is normally used for pixel raster displays projecting structured light patterns, such as Gray codes,
cannot be carried out directly with sufficient accuracy as the rays do not converge into a single point. To overcome the complications
of accurately registering the GLP while still enabling a treatment equivalent to a standard pinhole device, an adapted version is applied
to enable straightforward content generation. Besides the geometrical calibration, we also present a photometric calibration to unify
the color appearance of GLPs and standard video projectors maximizing the advantages of the large color gamut of the GLP and
optimizing its color appearance to smoothly fade into the significantly smaller gamut of the video projector. The proposed algorithms
were evaluated on a prototypical mixed video projector and GLP projection mapping setup.
Keywords: Projector-camera systems, Calibration and registration of sensing systems, Display hardware, including 3D, stereoscopic
and multi-user Entertainment, broadcast

1 INTRODUCTION AND MOTIVATION

Augmenting surfaces using projected light has become a standard
technology in the entertainment industry for theme park attractions
[31], ubiquitous displays [20], facade augmentations [39], gaming
[18], and theatrical events [22], but it is also used to augment mu-
seum exhibits or to support industry workers. Such kind of effects are
labeled in various terms such as spatial augmented reality, projection
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mapping, video mapping, or shader lamps. Regardless of the term
being used, such systems usually consist of one or multiple projectors
and cameras that are able to process and exchange data with each other
and thus are called projector camera systems or procams.

Different research fields have evolved with respect to procams.
They can be roughly subdivided into the fields of manual and auto-
matic geometric calibration and registration, radiometric and photo-
metric adaptation and compensation, and dynamic real-time systems
as well as novel 2D and 3D display systems. Several tools exists to
ease the geometric calibration of multi-projector systems [1] and to
apply radiometric compensation [43] to them, while dynamic systems,
due to their complexity and minimal latency requirements, are cur-
rently only available as customized solutions. While procams were
used to generate 3D display systems, specialized projection hardware
has been developed to overcome the limitations of current projection
devices in terms of contrast [15], peak brightness [9], spectral repro-
duction [21, 24], and frame rate [45].

This paper focuses on the issue of limited contrast and brightness
and proposes a projection mapping workflow that enables the combi-



nation of standard video projectors with GLPs to create a local high
dynamic range projection. This is an extension of our earlier work fo-
cusing on the optimization of the point drawing order of GLPs [46],
but with a totally different focus. Our goal here was to generate ge-
ometrically and photometrically consistent mixed video projector and
GLP augmentations onto 3D geometry. To successfully accomplish
this task, we present simple, but efficient workflows to achieve the re-
quired geometric and photometric mapping to accurately register the
devices consistently onto the geometry.

1.1 Contribution
We propose a novel method to enhance the local contrast of projec-
tion mapping applications by providing algorithms to generate a con-
sistent geometric and photometric registration of a mixed video and
GLP mapping system. Firstly, we show how geometric calibration of
a GLP can be carried out accurately using a pinhole model approxi-
mation plus an additional distortion field to seamlessly integrate such
devices into standard projection mapping applications; and second, we
show how the inherently different color gamuts of both devices can
be analyzed an mapped such that a consistent color impression can be
generated. We discuss the details of the presented algorithms, evaluate
their accuracy on a prototypical hardware setup, and present a sample
consistent projection mapping result that has been generated using the
proposed simple and straightforward workflow.

Our work does not focus on a per-pixel photometric compensated
projection, rather on a geometrically registered and photometrically
mapped projection of video projectors and GLPs onto a non-textured,
but potentially colored, 3D surface.

2 BACKGROUND AND RELATED WORK

The content of this paper touches different research fields, in partic-
ular calibration of procams and photometric data acquisition, color
prediction, and gamut mapping. However, our work particularly fo-
cused on GLPs, which is a field of only limited research thus far. We
will give a short introduction to geometric and photometric calibra-
tion, and we summarize the most relevant related literature, starting
with work related to geometric calibration followed by related pho-
tometry research.

2.1 Geometric Calibration of Procams
The geometric calibration of procams consists of several components
that must be estimated accurately. On the one hand, the orientation of
the devices with respect to a global coordinate frame needs to be esti-
mated. These extrinsic components consist of a rotationR ∈ R3x3 and
a translation t ∈ R3 that can both be combined into a joint rotation–
translation transformation matrix:

T = [R|t] (1)

Besides the location of the camera, the intrinsic properties, i.e. how
the world is projected onto the device’s image plane, need to be esti-
mated as well. This is often approximated by using a pinhole model.
Therefore, the focal lengths in both directions fx and fy as well as the
location of the intersection of the optical axis with the image plane,
called the principal point cx and cy , must be estimated. A potential
skew factor can be usually neglected with modern devices. These pa-
rameters are combined into a camera matrix K.

K =

 fx 0 cx
0 fy cy
0 0 1

 (2)

Combining the camera matrix (K) with the transformation matrix (T)
into a projection matrix P = KT enables projecting any homoge-
neous 3D world coordinate point (X,Y, Z,W ) onto the according lo-
cation on the device’s image plane: x

y
1

 = P

 X
Y
Z
1

 (3)

Because optical systems have several optical flaws, such as geometric
distortions, they generate images that deviate from perfect pinhole ap-
proximations. Therefore, an additional warping operation is applied to
x and y to compensate for these distortion effects. Parametric models
are frequently applied to correct for the usual pincushion or barrel dis-
tortion artifacts [26, 27, 38], and an undistortion function U is applied
to the resulting projected 2D image plane coordinates:

(xu, yu) = U (x, y) (4)

which ensures that the lens geometry leading to geometric deviations
from a perfect pinhole approximation is corrected for.

Several methods exist to calibrate camera and projector devices us-
ing the described pinhole model, and these methods vary in several
ways with respect to automation, distortion model usage as well as
accuracy. Geometrically calibrating procams is an active field of re-
search. Manual calibration methods using projections onto flat sur-
faces and applying the equivalent of the well-established homography-
based camera calibration method by Zhang [52] are widely used [49].
However, this is not applicable in large-scale environments and is usu-
ally biased into the calibration volume, which is quite likely located in
front of the real projection surface. Other recent methods have been
proposed that apply a partial or even full self-calibration of procams,
which largely simplifies the applicability of such systems [12, 23, 33].
All of these methods, however, assume that the devices can be de-
scribed by standard pinhole models with relatively simple distortion
models approximating the imperfections of optical lens systems. This
is not directly applicable for GLPs because there are no lenses; instead,
rotating galvanoscopic mirrors are used for image formation.

2.2 Controlling Galvanoscopic Laser Projectors
Interfacing with GLPs significantly differs from the standard commu-
nication with video projectors using display protocols such as HDMI
or DisplayPort. Such systems are vector output devices and thus do not
operate like standard 2D raster images. A GLP calibration for only one
single-axis system was presented in [51], and another method for two
axis mirror systems was shown in work by Manakov et al[30]. The
authors clearly model the motion of these mirrors and describe a para-
metric model allowing approximation of the GLP’s distorted output.
This approach, however, requires a low level of control of the GLP,
which makes it unsuitable for the calibration required when working
with off-the-shelf GLPs as, in the latter case, no direct control of the
mirrors is available – only 2D vector data can be input. Many devices
use a high-level control software from Pangolin called LD2000 [36],
which allows control of the GLP using a virtual 2D image plane. Al-
though this significantly simplifies control of such devices, they are
still inherently limited by the amount of content they display because
the required physical mirror movements limit the potential scanning
speed and thus the amount of content that can be displayed. Several
approaches exists to optimize scanning to increase the amount of con-
tent that can be displayed without flickering that is caused by too slow
of a scanning rate [16, 35, 37, 46]; but still, GLPs are significantly
limited in the amount of displayable content.

Our work does not focus on the optimization of a specific draw-
ing order, but rather on the ability to display content accurately at de-
sired locations on a 3D surface, such that the GLP can be operated
together with video projectors in a geometrically consistent manner.
Furthermore, the color appearance of both devices should be consis-
tent as well. The ultimate goal is the consistent superposition of video
projectors with projected laser points. An extension to line drawings
involves further complexity and is outside the scope of this work but
will be addressed in the future (cf. Sec. 6.1 for more details).

2.3 Photometric Calibration of Procams
Accurately modeling the photometric behavior of projectors is an im-
portant research field for various procams applications. It is required
to be able to compute high-quality seamless blending for multipro-
jection displays [28, 29, 44], but also to apply per-pixel compensated
projections onto textured surfaces [2, 4, 34]. Most of the related work



Fig. 2: Subset of the captured projected patterns used for correspondence acquisition of our prototype mockup used for evaluation: Left: Sample
structured light patterns of the video projector, Gray code, and blobs, Right: Sample of the binary blobs displayed by the GLP. Note that the
exposure times vary significantly between both acquisitions to avoid severe image saturation.

focuses on video projectors and, due to their limited color gamut and
dynamic range, cameras are mainly used to obtain the required data
for modeling the photometric behavior. If the dynamic range is not
sufficient, high dynamic range images from exposure sequences of the
same projection are usually used. However, when working with GLPs,
monochromatic (i.e. highly saturated) colors are projected far out of
the camera’s color gamut and thus cannot be accurately sensed by the
image sensor. In that case, a spectral measurement device, such as a
spectrophotometer is required to enable a sufficiently accurate photo-
metric model generation.

3 WORKFLOW FOR GENERATING A CONSISTENT VIDEO AND
GLP PROJECTION MAPPING SYSTEM

Achieving an accurate geometric registration as well as a consistent
color appearance between a standard video projector and a GLP is
challenging, as both devices are inherently different with respect to
spatial image formation and color generation. In this section, we will
discuss how we tried to overcome these issues and present a method
to geometrically register both devices to a uniform 3D surface. We
also show how the drastically varying color gamuts can be calibrated
with respect to each other, thereby enabling the generation of a com-
bined, superimposed high-contrast projection with a consistent color
appearance.

3.1 Geometric Calibration
Establishing a relationship between the intrinsic properties, (e.g. lens,
sensor, or laser rays), the extrinsic, (e.g. the device’s orientation in
space), and the projection surface is an inevitable requirement for a
high-quality projection mapping application. If the projection surface
and device configuration is fully static, the main target of this step is
not the estimation of a necessarily physically accurate approximation
of the intrinsic calibration parameters, but to generate a transformation
model that enables an accurate mapping of rendered 3D content onto
the surface, the estimated intrinsic properties do not have to model the
optical system realistically, but should be able to project points with
the desired spatial accuracy.

The following material summarizes a geometrical calibration
method that can achieve this goal. The presented approach is fully
automated, does not require a specific calibration board for the cali-
bration of video projectors and GLPs, and makes use of multiple geo-
metrically calibrated camera devices to reconstruct the 3D projection
surface. When combined with a locally nonlinear 2D displacement
of the GLP’s output, a highly accurate and consistent mapping can be
achieved.

3.1.1 Video Projector Calibration
As already summarized in the related work, many methods exist to
calibrate standard projectors. For our calibration we applied a multi-
camera-based self-calibration method to automatically carry out that

step [47]. It assumes that multiple uncalibrated cameras are observing
the projection surface. In the first step these cameras will be regis-
tered automatically to a defined world coordinate space. To accom-
plish this task and to calibrate the video projector into that coordinate
frame, binary black and white structured light patterns are projected
as complementary Gray codes [8] combined with dense Gaussian blob
patterns to refine the correspondences to sub-pixel accuracy (cf. to the
left-hand side of Figure 2). This method can be applied in a generic
setup because there are no constrains with respect to device linearity
or camera orientations. Furthermore, the projected blobs are also quite
insensitive in surface configurations generating a significant amount of
indirect diffuse scattering. It should still be noted, however, that this
structured light method is limited to operating on close to perfectly
diffuse surfaces because indirect reflections, such as scattered light,
caustics, and refractions, might lead to false mappings. In cases where
this occurs – or other, uncontrollable light sources have been visible
within the camera images – influenced areas must be masked within
the captured images before processing. Because the proposed configu-
ration also consists of a GLP, any specular surface should obviously be
avoided due to safety reasons. Any static light source (e.g. exit signs)
are automatically masked using a captured min and max projector il-
lumination image and by removing all pixels without any significant
change from any correspondence estimation.

Having projected the patterns, the captured camera images are pro-
cessed to generate a set of sub-pixel accurate correspondences be-
tween the locations of the individual blobs on the cameras and pro-
jectors by applying an ellipse fitting method [19]. As stated before,
we used multiple cameras to capture the patterns, which, after estab-
lishing the correspondences, enables the application of a multi-camera
self-calibration, estimating all the device-specific T and K matrices
and distortion properties, followed by a projector calibration using the
method summarized in [47]. The method not only calibrates the de-
vices individually, but also removes potential outliers generated during
the structured light processing and globally optimizes all parameters
using sparse bundle adjustment (SBA) [42].

3.1.2 GLP Calibration

GLPs do not display rasterized images and are only able to project
a limited amount of lines and points, Gray codes cannot be dis-
played directly, and another strategy must be carried out to establish
camera-to-GLP correspondences. Therefore, a sparse grid of regularly
spaced dots were projected as a temporally binary encoded sequence
to uniquely identify each point by the series of binary on/off occur-
rences, similar to the method presented in [53] (cf. to the right-hand
side of Figure 2). Because a single laser point might shift in its spatial
location, several points were drawn at each spatial position to ensure
the GLP slows down the mirror sufficiently enough to create a point
projection that is spatially unbiased depending on the scanning pass
(the interested reader is referred to [16] and [46] for further details).



The resolution of these sparse blob patterns influences the calibra-
tion accuracy. More projected blobs means more available data, but
due to the limited capabilities, the acquisition time slows down. Ex-
periments showed that a resolution of 64 x 64 = 4096 points over the
entire image plane of the GLP already led to an acceptable accuracy.
Higher resolution is possible as well. Theoretically, each laser dot po-
sition could be used, it just takes significantly longer without a notable
increase in geometric accuracy.

After image capture, the sub-pixel locations of the dot centers are
detected and, after computing the GLP-to-camera correspondences for
at least two of the calibrated cameras, used to reconstruct the accord-
ing 3D point location on the projection surface by triangulating the
projections of the laser points on the cameras’ image planes. Since
each laser point at a specific location is temporally encoding its ID,
which can be mapped onto its unique 2D location on the rectangular
virtual image plane provided by the laser projector interface, 2D-to-
3D correspondences can be established using the triangulated points
and can be used to calibrate the device as explained below.

Fig. 3: Close-up of locations of the projected laser points (magenta)
and calculated projections of the reconstructed 3D points using the
calculated projection matrix Popt (cyan). The blue bars highlight that
the deviations do not follow a barrel or pincushion distortion model.

Because the GLP system has disparate distortion properties com-
pared to an optical system – resulting from the two mirrors and their
physical movement as well as the generic black box behavior of the
control software being used; standard lens distortion models such as
presented in [6, 17, 52] are not sufficient to accurately model these
distortions. However, without taking the distortions into account, the
result of the calculated perspective projection matrix components T
and K will not be sufficiently accurate because the laser rays do not
exactly converge into a single point and thus do not closely represent a
pinhole projection. However, because the deviation from a perfect pin-
hole model is not drastically off, it can be used as a first, coarse model
approximation, the values can be used as an initial estimate, and fur-
ther nonlinear distortion can be applied to improve its accuracy. Thus,
in a first calibration step, the direct linear transform algorithm [41]
approach is applied using the 3D and 2D correspondences to gener-
ate a first estimate of P . This is used as an initial guess for further
refinement of the approximated extrinsic and intrinsic parameters

Popt = arg min
P
{F (P )} (5)

using a Levenberg-Marquardt optimization [32]. The cost function F
is not only penalizing the distances between the expected point coor-
dinates (c) as well as the 3D projections (pt)

F (P ) =
m∑
i=1

((P (pti)− ci)2... (6)

where m is the number of point correspondences, but it is also adding
an additional error to any point that is projected outside of the image

plane:
...+ ∆ (P (pti))) (7)

where ∆ returns the maximum distance of the point to the image plane
boundary or 0 if the point hits the image plane. The latter guides the
optimization to a solution for P which projects all 3D surface points
back onto the image plane which is a crucial step for applying the
additional 2D deformation operation and subsequently minimizing the
distortion deviations.

As shown in Figure 3, the resulting projections of the reconstructed
3D coordinates are not sufficiently accurately mapping the 2D points
on the image plane to the input values, leading to the requirement of
an additional undistortion operation U to neutralize the deviations of
the GLP from the pinhole model. Similar to the homography-based
generic pre-distortion of the projection described in [50], we try to
overcome the problem of an imperfectly parameterizable image dis-
tortion by applying a significantly more generic distortion function af-
terwards. Therefore a spline-based (or whatever smooth, nonlinear)
locally varying interpolation method is applied to generate a dense
distortion lookup table, warping the projected 3D points onto the right
locations on the virtual image plane of the laser projector. We decided
to apply a thin-plate spline interpolation [11], as this scattered data
interpolator offers a smooth inter- and extrapolation of data points.
Having carried out this mapping, any content that should be projected
onto the projection surface area can be mapped onto the laser’s image
plane such that the projected laser light exactly hits the desired surface
location. Therefore the polyharmonic spline function is applied as U :

U (pt) =

m∑
i=1

ωiϕ (‖ptxy − qi‖) + ωm+1 + ωm+2pt
x + ωm+3pt

y

(8)
where ωi are the weighting coefficients per dimension, ‖·‖ the `2 dis-
tance, and ϕ the radial basis functions of the thin-plate-spline defined
by:

ϕ (λ) =

{
0, λ = 0

λ2 log λ, otherwise
(9)

The individual weights ω are calculated by solving the linear system
using LU decomposition as described in [10], set up using the 2D pixel
correspondences between the input coordinates and the projected re-
sult using Popt. Using this interpolation method, a full, dense undis-
tortion lookup table is generated that is used to directly look up the
undistorted position from arbitrary points on the virtual image plane
of the laser. In a final step these distorted images are converted into a
vector image representation and sent to the GLP for display.

If no full 3D mapping is required, the same pattern projection ap-
proach can also be used with at least one camera to generate a 2D map-
ping between camera and laser projector pixels. Instead of using a per-
spective projection matrix with additional 2D distortion, the densely
sampled correspondences between camera pixels and laser beam posi-
tions are directly used in combination with an interpolation method to
generate a dense lookup table between camera and projector pixels, as
shown in [46]. This allows warping from any surface position visible
on the camera image plane to the laser ray position required to illumi-
nate that surface point. Note that 2D mapping has not been applied to
the 3D mapping workflow that we are proposing here.

3.1.3 Summary
Having the video projectors as well as the GLP calibrated into the same
world coordinate system enables a consistent augmentation using both
devices (please refer to Section 5 for results).

The overall geometric calibration workflow of a combined video
projector and GLP system consists of the following sequential steps:

1. Geometrically calibrate cameras with standard manual or self-
calibration methods.

2. Calibrate video projectors using structured light projection.
3. Adjust camera exposure to capture laser dots without saturating.
4. Project binary dot patterns at specific, known 2D locations on the

laser projector’s virtual image plane.



5. Capture those with the cameras.
6. Process images to reveal 2D coordinates from the encoded index.
7. Reconstruct 3D positions using triangulation methods for all

points that have been visible by at least two cameras.
8. Estimate the Popt by using the 2D/3D correspondences.
9. Generate a dense distortion map by generating the function U

using spline interpolation.

To generate a convincing seamless color augmentation, the photo-
metric behavior of the devices must be consistently mapped as well.

3.2 Photometric Calibration
In some cases the laser projectors are not accurately photometrically
calibrated, resulting in disturbing color shifts when directly projecting
r, g, b values of the target colors (e.g., darker or brighter colors, hue
shifts etc.). Here we present a method to photometrically calibrate the
laser device to account for and correct such undesired effects.

3.2.1 Spectral Data Acquisition and Spectral Prediction Model
The proposed photometric calibration relies upon captured spectral
measurements obtained with a spectrophotometer4. These spectral
measurements R(λ) contain the necessary information to accurately
describe and characterize the reflected color.

Based on the captured spectral measurements, the next step is to
create a spectral prediction model. The spectral prediction model es-
timates the perceived color as a spectral reflectance R(λ) in function
of the laser input r, g, b values. One approach for predicting the spec-
tral reflectance is the application of a black box approach to generate
a mapping between input and output color values. This implies sub-
sampling the laser’s r, g, b color space with a reasonable step width
and measuring these spectral reflectance with the spectrophotometer.
Then, for any r, g, b value, the corresponding spectral reflectance is
calculated by accurately interpolating between the measured values.
However, sometimes this approach is not practical, especially if a
small step size is required to generate an accurate interpolation (i.e.,
for a regular step width of 10%, we need to take already 113 = 1331
measurements). Depending on the non-linearity of the device, such a
dense step size, or smaller, is sometimes needed.

In this paper we present a different approach by establishing a
physical-based spectral prediction model. We rely on a basic princi-
ple that the outgoing reflectance of a surface, the final observed color,
can be calculated by multiplying the emittance spectra of the light that
illuminates that surface with the reflectance factor of that surface.

R(λ) = E(λ) ·Rf (λ) (10)

where R(λ) is the outgoing reflectance, E(λ) is the laser spectral
emittance, and Rf (λ) is the reflectance factor of the surface. In our
case, the emittance spectra is the light projected with the laser projec-
tor. The reflectance factor of the surface, if it is homogeneous, can
be easily calculated by dividing the measured spectra of the projec-
tion surface with the measured spectra of the uniformly diffuse white
surface such as spectralon [48, pp. 54-58].

The next step is to accurately predict the laser spectral emittance
(E(λ)) for any r, g, b input values that we can provide to the laser
projector. We rely on the fact that our laser projection system does
not perform internal color correction or color mapping – some projec-
tion systems can perform internal color correction, which makes the
spectral prediction model much more complex. This implies that the
spectral emittance (E(λ)) can be calculated as a weighted sum of the
red, green, and blue laser emittance at full intensity where weights are
obtained by applying the response curves onto the r, g, b input values.

E(λ) =
∑

i∈{r,g,b}
fi(Ci) · Ei(λ) (11)

where E(λ) is the laser spectral emittance, Ei(λ) is the laser emit-
tance of the red, green, and blue laser colors, and fi(Ci) is the func-
tion that applies the laser response curve to the input laser values Ci

(i ∈ {r, g, b}).
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Fig. 4: Normalized laser spectral emittance for red, green and blue
laser colors at full intensity.
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Fig. 5: Modeling the response curves for the laser projector: a) Mea-
sured responses for each of the red, green, and blue lasers, b) con-
verting the measurements to (C′)1/3 space, c) modeling the curve in
(C′)1/3 space by interpolating between selected set of points and d)
converting the interpolation from (C′)1/3 to (C′) space

The final part is to establish the response curve function. The re-
sponse curves describe the relationship between the input values and
the output intensity of the projected color. Figure 5a shows the mea-
sured response curve for a dense set of measurements. One can ob-
serve that the measurements follows an x3 curve. This was most
likely done intentionally by the manufacturer to model the nonlinear
response of the human visual system[48, pp. 117-176]. However,
one can observe that there are some deviations, especially in the lower
part of the curve. In order to model these deviations, we first trans-
form these values to (C′)1/3 space (Figure 5b). Then, for each r, g, b
curve, we select several points and establish an interpolation function
between these points (Figure 5c). Finally, the response functions are
obtained by applying the inverse exponent converting the functions
back to the C′ space (Figure 5d).

f(Ci) = gi(Ci)
3 | i ∈ {r, g, b} (12)

where f(Ci) is the response function, g(Ci) is interpolation function
in (C′)1/3 space, and Ci are input r, g, b values of the laser. The ap-
proach to establishing the interpolation curve in (C′)1/3 space allows
us to accurately model the response curve with a small amount of se-
lected points. We acknowledge that with another device the response



curve may have a drastically different shape; in that case, one can use
more complex interpolation functions such as Hermite interpolation
[25] to model the nonlinear response.

The following equation represents the final assembled formula de-
scribing how to predict reflectance with the proposed spectral predic-
tion model.

R(λ) = (
∑

i∈{r,g,b}
gi(Ci)

3 · Ei(λ)) ·Rf(λ) (13)

where R(λ) is outgoing reflectance, Ei(λ) is the laser emittance of
the red, green, and blue laser colors, g3i (Ci) is the response curve
function, and the Ci (i ∈ {r, g, b}) are the laser input values.

We applied the same photometric calibration method to the video
projector as well. We are aware that this can be carried out using one
of the well known camera based methods. However, since we want
to generate a consistency with the GLP which cannot be accurately
calibrated using cameras, a complete spectral approach without the
usage of any camera device for photometric calibration simplifies the
workflow for our particular task.

3.2.2 Exploring Laser Color Space and Gamut
This section explores the colors that can be achieved with the laser
projector (i.e., laser color gamut), and we compare it to the colors that
can be reproduced with a standard video projector2. Figure 6 shows
the photograph of the color pallets achieved with the laser projector
using the previously established spectral prediction model. This figure
shows that the laser projector is capable of reproducing the continuous
mix of the red, green, and blue color primaries, thereby enabling us to
cover the whole color cube without discontinuities or color artifacts.

Fig. 6: The achievable laser color pallet. The photograph shows that
we are able to display a continuous mix of the red, green and blue
color primaries without color discontinuities or artifacts

To further detail the colors achieved with the laser projector, we
used the spectral prediction model, established in Section 3.2.1 to
deduce the laser color gamut in CIELAB device independent color
space. The first step is to use the spectral prediction model to predict
spectral reflectance for input r, g, b values by the step of 10%. Then,
these spectral reflectances are converted into CIELAB color space by
first converting them to the CIEXYZ space for the CIE 1931 Standard
Observer[48, pp. 156-157], and then converting these CIEXYZ values
to the CIELAB [48, pp. 166-168]. These points in CIELAB colors
space describe the shape and the volume of the laser color gamut.

Furthermore, we wanted to compare the achievable colors of the
laser device to the achievable colors of the standard video projector to
enhance different color areas or points. Figure 7 shows the compar-
ison between the laser gamut (red), video projector gamut(blue), and
standard sRGB gamut(dashed). One can observe that the laser gamut
is much larger than what is achieved by the video projector, showing
that the GLP can locally generate significantly brighter and more satu-
rated colors compared to what the standard video projector produces.

Figure 8 further compares the differences between laser and video
projectors’ achievable colors. In this example we display the colors
from black to full laser color (L rows), with equal steps in CIELAB
space. Below these ramps are video projector ramps (P rows) that
are trying to reproduce the laser color as close as possible. One can
observe that at a certain point the video projector reaches its limits and
is not capable of reproducing the strong and saturated colors of the
laser projector. It has to be noted that the camera used to photograph
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Fig. 7: The color gamuts shown in CIELAB device independent color
space. The 3D color gamut volumes are shown as two dimensional
projections onto CIELAB a∗b∗, L∗b∗ L∗a∗ axes. The red volume
represents the laser projection gamut, the blue volume represents the
video projector gamut and the dashed line specifies the sRGB gamut
for reference. One can observe that the laser gamut is significantly
larger compared to the video projector gamut.

the ramps has a limited dynamic range, which somewhat limits our
ability to faithfully capture the exact differences between the laser and
video projector colors.

Fig. 8: Comparison between the colors of the video projector and the
GLP. Ramps with L in front represent the laser color going from black
to full saturation in equal steps in CIELAB color space. Ramps with P
in front represents the video projector colors that are optimized to be as
close as possible to the laser color. One can observe that bright colors
can not be reproduced by the latter. Note that the camera gamut and
dynamic range limits the ability to show the exact differences between
the laser and the projector colors.

4 PROTOTYPE

The algorithms described in the last section were tested and evaluated
in a real, physical projection mapping setup that will be described next.

4.1 Hardware Setup
The prototypical mixed projection-mapping system consists of six
Canon DSLR cameras1, one video projector (VP)2, and a GLP3. The

12xCanon EOS 600D, 3xCanon EOS 1100D, Canon EOS 5D Mark II.
2Mitsubishi MH2850U.
3Semiconductor Laser Development Compact 2.7W RGB.



Fig. 9: Captured image of a sample projection mapped frame of a video sequence projected onto the three-sided mockup geometry. Upper
row: Projection of the video projector alone. Lower row: Combined, geometrically, and photometrically registered projection using the video
projector and GLP. Note the color hue correction as well as the significant local brightness variation. The exposure times are from left to right:
1200ms, 300ms, 75ms.

projection surface was accurately built with wood from a CAD model
to be able to work with ground truth geometry data for high-quality
content generation. For spectral data acquisition, a photospectrometer
4 with a spectral resolution of 1nm was used. Please refer to Figure
10 for an overview.

The whole geometric calibration workflow as well as the displaying
routines were realized using C++, while the color processing workflow
was implemented using Matlab. A six-core Intel i7-5930K with 64 GB
of RAM was used as the computing platform.

4.2 Mockup Calibration

The video projector and the cameras were automatically calibrated
with respect to the projection surface using a self-calibration algorithm
[47]. Therefore, structured light patterns were used as described in
Section 3.1.1. Next, the GLP was geometrically calibrated as summa-
rized in Section3.1.2. Fiducial markers of the Aruco library [13, 14]
that were integrated into the projection surface were used to transform
the calibrated extrinsics of the devices into the coordinate frame of the
surface in which the content was generated by the following proce-
dure: The markers were captured by the cameras and detected in the
images. Then, their 3D coordinates in the self-calibrated coordinate
frame were estimated using 2D point triangulation. After this step was
carried out for all markers that were visible from at least two cam-
eras, a consistent transformation was estimated by calculating a pro-
crustes transform [5] between the reconstructed ones and the locations
of the corresponding ones in the coordinate frame of the ground truth
model. This transformation was applied to the extrinsics of all de-
vices to transform them into the world coordinate frame of the ground
truth model. The fully calibrated system was then used to evaluate the
algorithm’s accuracy as described in the next section.

A Spectralon was used to obtain the required radiometric measure-
ments for estimating a photometric mapping of both devices. The
spectra were measured with the photospectrometer and a mounted ND
filter to avoid saturation due to the high intensity of the GLP. Results
of the photometric calibration will be summarized in Section 5.2.

Figure 9 shows a sample frame of an animation of a view-dependent
augmentation of the three-sided mockup. The superimposed sparkles

4Photoscan PR-730.

of the blasting fuse are significantly emphasized by the GLP projec-
tion. Because the dynamic range cannot be reproduced in that image,
we have shown an exposure series.

video projector

GLP

camera

photospectrometer

Fig. 10: Left: the hardware setup with one video projector and one
GLP projecting onto the mockup. Right. A superimposed and consis-
tently mapped view-dependent sample augmentation.

5 EVALUATION

The prototype setup helped us assess how accurately and consistently
the proposed geometric calibration could register the video projector
to the GLP and vice versa. Having ground truth knowledge about the
3D surface structure allowed us to carry out an accurate evaluation of
the geometric calibration, which we will describe in the forthcoming
section. The results of the photometric mapping are summarized as
well.

5.1 Geometric Calibration Accuracy

To evaluate calibration accuracy with respect to the ground truth
model, the reconstructed point clouds from the video projector as well
as the GLP were compared to the planes of the ground truth geometry:
each reconstructed vertex of the reconstructed point cloud was pro-
jected onto all planes of the ground truth model, and the distance to
the closest plane was analyzed. The results are shown in Table 1: the
average deviation is a few millimeters which resembles the limits of



our manufacturing capabilities of the approx. 2mx2m sized projection
surface.

Table 1: Distance to the ground truth CAD model in millimeters.

avg median stdev 75th pctl 99.9th pctl # pts
VP 4.117 1.713 4.626 8.941 13.112 21318

GLP 3.093 1.326 4.191 8.510 12.965 1020

To further assess how well the GLP and video projector are regis-
tered with respect to each other, the reconstructed point clouds were
used and projected onto the surface by both devices. The two projec-
tions were captured by a DSLR camera5, and the blob centers of all
1020 3D points that were projected by both devices were compared to
each other. The average deviation in camera pixels was 2.950, with
a median of 2.907, which, for a camera resolution of 18 megapixels,
is sufficiently accurate to be perceived as consistent by a human ob-
server.

It should again be noted that the use of homography-based image
warping as, for example, proposed in [7] will not be sufficient since it
does not model any of the GLP’s distortions and thus cannot achieve
the required accuracy even on planar surfaces. Furthermore, our pro-
posed generic method enables us to create correspondences for arbi-
trarily shaped projection surfaces and is not limited to planar or para-
metric shapes.

5.2 Photometric Accuracy

Table 2 shows the prediction accuracy of the proposed spectral predic-
tion model, for both VP and GLP, expressed as ∆E94 color metric. We
measured the projected colors with a spectrophotometer for all combi-
nations of input r, g, b values of 0%, 20%, 40%, 60%, 80% and 100%
of maximum intensities (in total 63 = 216 measurements). Then we
compared the measured to predicted colors.

Table 2: This table lists the resulting ∆E94 color differences from the
accuracy evaluation of the proposed spectral prediction model

prediction accuracy in ∆E94 mean 90% quantile max

GLP 2.01 4.20 15.85

VP 0.6 1.2 2.5
The average error for GLP is around ∆E94 of 2 which is quite ac-

curate ,e.g., at the level of just noticeable difference [48, pp. 168-173].
The prediction error for the VP is even smaller which is understand-
able taking into account that less strong and less saturated colors gen-
erate smaller errors.

Figure 11 shows that with photometric calibration we are able to
create continuous intensity ramps without any loss of details.

Fig. 11: The top ramp shows grey levels from black to full white with-
out photometric calibration (without PC), i.e. the target r, g, b are di-
rectly sent to the GLP. The bottom ramp are the same grey levels gen-
erated with photometric calibration (with PC). One can observe that
our approach produces more details especially in the dark areas.

Figure 12 shows the examples of reproducing color images with
the GLP. The input images are shown on the left side, the images re-
produced without photometric calibration are in the center and image
reproduced with photometric calibration are on the right side. We can

5Canon EO600D

observe that our approach can produce more consistent tones and pre-
serve more details especially in the darker areas of the image. Res-
olution of the images is reduced to approximately 40 by 40 pixels in
order to fit the maximum number of dots that GLP can project without
flickering.

Fig. 12: The photographs showing (left) the input image that we want
to display with the laser projector, (center) image projected without the
photometric calibration, and (right) image produced with the proposed
photometric calibration. One can observe that both approaches are
capable of producing the wide range of colors however our approach
preserves more details in darker areas and is capable of more accurate
color reproduction.

In order to further evaluate the photometric calibration, we have
conducted an informal user study where users were asked to look and
evaluate the images projected with GLP. In this study, each image is
projected both with and without photometric calibration. Furthermore,
next to the users we placed a screen showing the original input image
as a reference. We asked the users to look at both laser projected
images and tell which one has more similar color-appearance to the
reference image shown on the screen. For this informal user study
we had 10 participants and we showed them 6 different images. The
user study showed that in 81.6% of cases the users selected the image
with photometric calibration to be more similar to the reference image.
Furthermore, as expected based on the Figures 5 and 11, the users
stated that images with photometric calibration preserve more details
especially in the dark areas.

To summarize, the photometric calibration ensures a correct color
reproduction of both GLP and VP. It can be used to provide an artist
with more control over the final projection since it models the exact
color appearance of the projected intensities. Furthermore, since the
photometric calibration offers a colorimetrically accurate projection,
when used as initial mapping, it has the potential to significantly speed
up the necessary artist’s work to create the desired color output.

6 SUMMARY

In this paper we showed that, although the devices are inherently
different, a highly accurate geometric calibration of a mixed video
and GLP system can be achieved by approximating the GLP’s dis-
play properties with a pinhole projection model in combination with



a generic polyharmonic spline interpolation to model and compensate
for the nonstandard distortion artifacts. This allows the straightfor-
ward content generation for such devices using 3D projection mapping
applications. Furthermore, being able to accurately model the photo-
metric properties as well as the resulting color appearance allows us to
smoothly extend the limited color gamut of the video projector using
the GLP’s wide color gamut. We have not only presented calibra-
tion strategies to generate a consistent geometric and photometric pro-
jection mapping appearance but have also evaluated its accuracy and
presented a complete sample 3D video plus GLP projection mapping
workflow using a custom-built mockup.

6.1 Limitations and Future Work

Although we could show that the current approach can generate con-
sistent projection mapping performances, the presented calibration
method still limits the GLP to the projection of laser points, and their
brightness is currently kept at a constant level independent of where it
is projected onto the surface. Because the GLP is registered to a 3D
model of the projection surface, this information can be used to extend
the color calculation further to also display color-accurate line seg-
ments. In this case, the intensity must be adjusted not only according
to the photometric measurements and gamut mapping operators but
also to the orientation of the underlying surface geometry as this influ-
ences how fast it is traveling over the surface and thus how brightly the
line will be perceived. Solving this problem and incorporating a line
path optimization method into the system, similar to the ones proposed
in [37] by extending the work presented in [46], is one focus of future
research. During our experiments, we saw that the significant local
brightness increase of the GLP leads to increased undesired indirect
illumination artifacts. Compensating for them by adapting the meth-
ods presented for example in [3, 40] is another interesting research
challenge to undertake.

Since our current processing pipeline requires several seconds of
computation time per frame, the method cannot be directly applied to
real-time systems to apply head-tracked, view dependent augmenta-
tion. Overcoming this limitation and making the system applicable for
such tasks is another direction of future research.

6.2 Conclusions

Despite the fact that several display technologies such as LCDs,
OLEDs, and high-resolution LED panels are currently competing
against projection mapping applications, the latter still has the sig-
nificant advantage of currently being the only display system that can
superimpose not only close-to planar but also arbitrarily shaped sur-
faces. With our proposed calibration method to consistently mix dif-
ferent projection display devices, in particular video projectors and
GLPS, we hope to stimulate additional research on how the limits of
current projection-based spatial augmented reality applications can be
further extended.
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