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PaintCopter: An Autonomous UAV for Spray
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Abstract—This paper describes a system for autonomous spray
painting using a UAV, suitable for industrial applications. The
work is motivated by the potential for such a system to achieve
accurate and fast painting results. The PaintCopter is a quadrotor
that has been custom fitted with an arm plus a spray gun
on a pan-tilt mechanism. To enable long deployment times for
industrial painting tasks, power and paint are delivered by lines
from an external unit. The ability to paint planar surfaces such as
walls in single color is a basic requirement for a spray painting
system. But this work addresses more sophisticated operation
that subsumes the basic task, including painting on 3D structure,
and painting of a desired texture appearance. System operation
consists of (a) an offline component to capture a 3D model of
the target surface, (b) an offline component to design the painted
surface appearance, and generate the associated robotic painting
commands, (c) a live system that carries out the spray painting.
Experimental results demonstrate autonomous spray painting by
the UAV, doing area fill and versatile line painting on a 3D
surface.

Index Terms—Aerial Systems: Applications; Computer Vision
for Automation; Industrial Robots

I. INTRODUCTION

ROBOTIC painting using a UAV has the potential to
produce accurate (predictable and repeatable) painted

appearance, to be low-cost, and to avoid the need for scaffold-
ing and ladders. This motivates our work on PaintCopter for
autonomous spray painting. A basic painting task is to paint
a planar surface such as a wall in a single color. This paper
attacks a larger challenge that subsumes the more basic task
in two ways - with the ability to paint on 3D structure, and to
paint texture. Fig. 1 provides an illustration in which painting
is being done on a synthetic rock, and the goal is to paint a
uniform base color and then to overlay color striations, in order
to produce a (user-designed) rock-like surface appearance.
This type of task - with the two dimensions of painting on
a 3D object and painting a texture for theming/styling - is
the motivation for our work. It requires a more sophisticated
approach than the single color wall painting problem, and
explains design choices that might have been avoided with
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Fig. 1: (a)-(b) The PaintCopter is a modified commercial
quadrotor UAV. An arm holds a spray gun on a pan-tilt
unit, outside of the reach of rotor wash. Power and paint
are supplied from an external source, to enable unconstrained
flight time. Spray painting experiments are done either with
paint on a canvas (c) or with water (d), in which case the
spray pattern is visualized with a thermal camera.

more basic functionality - for example, the use of a spray gun
on a pan-tilt unit (PTU) instead of on a rigid mount.

This paper describes a fully integrated pipeline from 3D
capture of a target structure, through a user’s design of the de-
sired surface appearance, through to a live autonomous system
with two modes of spray painting - area-fill and line painting.
The contributions of the work are (a) the first demonstration
to our knowledge of an autonomous UAV for spray painting,
and (b) a complete case study with an exposition of application
challenges, adopted solutions, and quantitative and qualitative
experimental results.

In the remainder, Section II describes related work, Sec-
tion III describes design and hardware, Section IV covers
software architecture, Section V covers control of the UAV and
spray gun, and Section VI describes the full painting pipeline
as a multi-stage mission. Section VII provides experimental
results and finally we conclude with some remarks in Sec-
tion VIII.

II. RELATED WORK

Painting is one of the earliest applications of industrial
robots. Several systems have been proposed to achieve de-
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Fig. 2: PaintCopter and its hardware components

sired spray patterns on complex surfaces. Among the early
works on trajectory planning for spray painting applications
is the work of Suh [1]. The proposed method is iterative and
takes into account the geometry of the object to be painted,
coating uniformity and painting time. The approach has been
demonstrated on planar surfaces. In [2] an improved trajectory
generation framework for spray painting is presented that takes
into account the tool model, paint distribution and coating
uniformity. The approach has been validated on various curved
surfaces. A method to achieve photorealistic gray-scale images
on large planar surfaces has been presented in [3]. The
algorithm generates tool-path based on image segmentation
and a timing algorithm computes tool speed at each path point
to avoid oversaturation. Handheld sprayers are combined with
automatic control for the paint delivery in [4], [5]. These
proposed systems mainly focused on coverage coating for
automotive industry using industrial manipulators in structured
environments.

UAVs are growing increasingly prominent within the pre-
cision agriculture domain for applications such as pesticide
spraying. Commercial products such as DJI MG-1S1 are
already in use and research systems for efficient pesticide
delivery [6] are being developed. Using UAVs for painting is
relatively new. In [7] a method to create stippling prints using
quadrotor UAV was presented. Their method exclusively used
external motion capture system and was demonstrated only
on planar canvas for short flight durations. In [8] the authors
improved the system by supplying power via tether, thus being
able to paint for extended durations. However, no painting
delivery method was proposed and as a result the UAV has to
regularly refill the ink by dabbing on a sponge filled with the
ink. The work presented in this paper aims to achieve complex
spray patterns on 3D surfaces for extended periods and it is
not limited to working under motion capture systems.

III. HARDWARE DESCRIPTION

The PaintCopter and its hardware components are shown
in Fig. 2. It has the following components: (a) A modified
quadrotor platform with a custom arm and spray gun mounted
on a pan-tilt unit, (b) Onboard electronics - a sensor rig and

1www.dji.com/mg-1s

Fig. 3: Spray gun mounted on a Pan-Tilt Unit (PTU)

two computers, and (c) A tether composed of a power line
and a paint line, leading to offboard power and paint sources.

A. Platform
The UAV hardware consists of a DJI Matrice 1002 that is

augmented with a custom arm and a spray gun mounted on
a pan-tilt unit (PTU), as shown in Fig. 3. The arm consists
of three carbon fiber tubes in a triangular configuration, with
3D printed aluminum mounts, and a total weight of 140g. The
PTU has two Dynamixel3 AX-12A servo motors to allow yaw
±90◦ and pitch ±45◦ control of the spray gun. An additional
servo actuates the spray release, with controllable aperture
between closed and open positions. A compliant spring - as
depicted in Fig. 2 - is placed at the end of the arm beyond the
spray gun, to prevent damage in case of accidental contact with
the painting surface. The spring is located above the center-
of-mass with the effect that, in case of contact with a surface,
the UAV is pushed backwards in a predictable way (rear-end
tip) with no loss of control. The onboard electronics have been
shifted as far as possible to the opposite side of the UAV from
the arm, to counter-balance the weight on the arm. As a result,
the center-of-mass remains close (40mm) to the center axis of
the platform. The total weight of the modified UAV is 4200g.

The UAV is tethered to provide a continuous supply of
power and paint, to avoid constraints on deployment time. The
tether consists of a paint line and compressed air line, a power
line, and an ethernet cable for data streaming, and arrives from
above the UAV. A rotor cage prevents the tether from coming
into contact with the propellers. The length of the tether can
be adjusted depending on the size of the UAV’s workspace.
Having the tether arrive from above or below the UAV is an
application-dependent choice. For a tether that arrives from
below, the drag limits maximum altitude. For a tether that
arrives from above, drag is avoided but the external power
and paint units must be above the painting surface, say on
the roof of a building or on a cherry picker that is positioned
above the painting area. Though we tested both choices, for
our small scale experiments we work mainly with the first
choice since the drag is minimal.

2https://www.dji.com/matrice100
3http://www.robotis.us/dynamixel/
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B. Onboard Electronics

The onboard sensor rig consists of a S360 stereo camera4

sensor, an ADIS IMU5, and an Intel RealSense R200 depth
camera6. The sensors are calibrated against each other using
Kalibr [9]. The S360 is used for visual-inertial odometry, while
the RealSense offers depth and color information.

PaintCopter has two computers for performing onboard
operations. An Intel UP board7 is used for flight control
software and processing visual-inertial odometry. A Jetson
TX2 board8 is used for performing GPU processing involving
dense 3D mapping and localization. It is also used to direct
the spray gun (more detail in Section V-C). Both these boards
are communicating via ethernet with a base station for high-
level inputs via a graphical user interface (GUI). Note: All
processing is performed onboard to avoid unexpected behavior
in cases of communication loss or time delays.

C. Offboard Electronics

Offboard power is realized using a ground unit (1600W
220AC/400DC step-up converter) and onboard unit (2400W
400DC/24DC step-down converter). The UAV battery was
replaced by a custom high voltage DC/DC converter, along
with associated modification to the communication protocol
to cater for the modification. The advantage of a high voltage
tether between the offboard unit and the platform is that it can
be realized using thin wires (22-24 AWG). The offboard paint
unit consists of an air compressor operating at 1-4 bar, and a
paint reservoir.

IV. SOFTWARE ARCHITECTURE

The software runs on three computers - the Intel UP board,
Jetson TX2, and a base station. All processes critical to the
UAV operation are executed onboard and not on the base
station, so that communication failure or time delays cannot
cause a malfunction of the UAV operation. Fig. 4 shows an
overview of the software packages. In the rest of this section,
we briefly describe each module integrated or developed in
our system.

Modules involved in autonomous flight are executed on
the Intel UP board. The S360 driver module provides the
grayscale images and IMU data from the S360 camera.
ROVIO [10] performs visual-inertial state estimation - inertial
measurements from the IMU are used for filter propagation
while multi-level feature patches in the image are tracked for
performing filter updates. The Pose Sensor Fusion [11] mod-
ule uses an Extended Kalman Filter (EKF) to further fuse the
pose estimates from ROVIO with the UAV’s IMU data, to give
high frequency odometry estimates. A ROS interface for the
DJI platform provides an interface for the onboard autopilot
developed by the manufacturer. The Position Controller is
based on non-linear model predictive control [12] and uses the
odometry data together with position commands to provide

4http://www.zurichsense.com
5http://www.analog.com
6https://software.intel.com/en-us/realsense
7http://www.up-board.org/
8https://developer.nvidia.com/embedded-computing

attitude commands to the DJI autopilot. The controller is
explained in more detail in Section V.

Modules related to the PTU control and SLAM modules
are executed on the Jetson TX2 platform. The R200 driver
module provides the depth and RGB images from Realsense
camera. We integrated the SLAM system from our previous
work [13], which uses odometry data from the Pose Sensor
Fusion module together with the depth and RGB images to
provide accurate UAV pose. Modifications made to the SLAM
system are detailed in Section VI. The PTU driver module
provides ROS interface to the dynamixel motors and the servo.
The PTU control module uses the pose estimates from the
Pose Sensor Fusion module along with the target spray points
on the painting surface to provide motor commands to the
PTU.

The Base Station is a Linux machine running the GUI for
launching different processes on both the onboard computers.
The GUI is also used to visualize data streams from the
various sensors and to monitor the core processes, such
as SLAM and UAV control. The user can send high-level
commands to the UAV, for example, to initiate autonomous
flight mode, to provide a painting command sequence etc. The
Relocalization Node aligns the map from the current mission
with the previously scanned map of the environment, to ensure
a consistent global frame of reference.

V. UAV CONTROL

A. Trajectory Tracking Controller

A model-based predictive controller [12] is used to follow
the reference trajectory generated by the task planning mod-
ule. The controller is based on a cascade scheme, where a
high level trajectory tracking controller is generating attitude
commands to be followed by the low level attitude controller
running on the platform autopilot. The trajectory tracking
controller takes into consideration the physical limitations of
the platform and compensates for external disturbances such as
wind and forces due to the power and paint lines as described
in [12], [14].

B. System Identification

The behaviour of the inner attitude loop is taken into
account in the trajectory tracking controller. To this end, a
system identification procedure is followed [15]. We apply
an excitation input of the platform in the form of attitude
commands and the system responses are recorded. A first order
model of the system behaviour is derived following frequency
domain system identification techniques.

C. Spray Gun Control

Given that the UAV is in vicinity of the desired target
location, the pan-tilt motors have to be controlled such that
the spray gun is always pointing in the direction of a given
target spray point in space. Now, given a target spray point
PGref = [PGref,x, P

G
ref,y, P

G
ref,z] expressed in a global reference
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Fig. 4: Flowchart indicating individual packages and data transfers.

frame G, yaw ψref and pitch θref commands for the PTU are
computed as follows:

P 0
ref = T 0

bodyT
body
G PGref

ψref = tan−1

(
P 0
ref,y

P 0
ref,x

)

P 1
ref =

(
cosψ sinψ 0 0
0 0 1 0

sinψ − cosψ 0 0
0 0 0 1

)
P 0
ref

p1 = tan−1

(
P 1
ref,y

P 1
ref,x

)
d =

√
‖P 1

ref‖2 − l22 sin
2 η − l2 cos η

p2 = tan−1

(
d sin η

l2 + d cos η

)
θref = p1 − p2 + η

(1)

where, T bodyG is the pose of the UAV’s body frame in G and
T 0
body and η are hardware design parameters. Please refer to

Fig. 3 for coordinate system convention and other notation.
Furthermore, the servo actuating the spray gun’s nozzle is

opened only when the spray gun is within a defined distance
from the target spray point. See more on the spray gun’s
operational range in Section VII. Modulating the paint release
between barely open to fully open aperture depending on the
distance to the rock was found to have barely noticeable effect
on the end result so it’s always fully open when in operational
range from the target spray point.

VI. PAINTING A SURFACE

The proposed painting pipeline has been designed as a
multi-session process. First the target surface is scanned and a
Truncated Signed Distance Field (TSDF) plus associated data
(mesh, hash table) is stored to disk9. Next is an offline stage, in
which a user can specify a desired surface design, using the 3D
model visualized in a GUI. Note that the user is specifying
appearance only, and not anything to do with UAV control.
The desired surface design is used to automatically compute
waypoints for the UAV, and target spray points on the surface

9The term ‘3D model’ is used in the remainder to refer to this data.

for the painting. Finally in an online painting session, the UAV
uses the stored 3D model to re-localize itself against the target
surface, and follows the trajectory defined by the waypoints.
The spray gun is directed according to the target spray points
on the surface.

A. Scanning the Target Surface

The target surface is scanned using the method presented
in [13] with the UAV under manual control, as shown in
Fig. 5a. The scan generates a TSDF which is stored on disk
with an associated mesh and hash table. The scanning frame-
work is a GPU parallelized SLAM system capable of using
photometric data, depth data, and visual-inertial odometry
from an active RGB-D sensor to build accurate dense 3D maps
of indoor environments at high frame-rate. The system has
been designed to be robust to abrupt camera motion typically
observed on dynamic systems such as a UAV. A hybrid CPU-
GPU framework enables scanning of large scale environments
that exceed GPU memory alone.

B. Specifying the Surface Design, and Task Planning

The stored 3D model is used in two ways - firstly to enable
a user to specify the surface design for the painted surface,
and secondly as a basis for generating meta-data that defines
the painting mission - the UAV waypoints and the target spray
points on the surface.

The generation of painting commands for arbitrary textures,
which would include effects like color gradients, is out of
scope for this work. Here we address two types of painting
- area fill and line painting - that are sufficient for painting
a base color with overlaid striations. Area fill is currently
based directly on the line painting, with the user manually
specifying a lawn mowing line pattern to cover the desired
area of the target surface (although this is clearly amenable to
be automated). Line painting is specified in a GUI that shows
a visualization of the stored 3D model, and allows the user to
specify an arbitrary line for painting, as shown in Fig. 5b.

The desired painting is first split into set of continuous line
segments and a painting mission is generated for each individ-
ual segment. Each line segment on the target surface defines
the target spray points for the spray gun control described
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(a) Target surface is
scanned and a 3D model
is stored to disk

(b) A GUI-based tool
allows a user to spec-
ify the surface design
on the 3D model

(c) UAV waypoints plus tar-
get spray points on the sur-
face, automatically gener-
ated during task planning

(d) The UAV follows the
specified waypoints by
localizing against the 3D
model

(e) The PTU is controlled
to direct spray at the target
spray points on the surface

Fig. 5: Steps in specifying and doing area fill painting for a square region on a target surface.
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Fig. 6: Effect of heading direction smoothing in generating the
UAV trajectory. Note: Using pre-smoothed heading directions
results in a UAV trajectory with crossovers and sharp turns,
which result in high UAV accelerations (red arrows) (Fig. 6b).
In contrast, the trajectory generated from smoothed heading
directions has no crossovers or high accelerations, and is a
much smoother trajectory (Fig. 6c).

in Section V-C. The preliminary waypoints for the UAV are
generated as follows. For each target spray point, its surface
normal is projected onto the ground plane. A corresponding
waypoint for the UAV is generated at a fixed offset from
the spray point along its projected surface normal, while
the orientation of the UAV points towards the target spray
point. The preliminary waypoints are then smoothed using a
LOWESS filter [16] by fitting a locally-weighted polynomial
regression, and a final set of waypoints are generated (Fig. 5c).
As seen in Fig. 6 , this smoothing avoids crossovers and high
accelerations in the UAV trajectory arising from areas of high
curvature on the target surface.

The mesh of the scanned target surface is also used to
generate feature descriptors that are used for relocalization
in the painting session. In summary, the data for the target
surface after this stage of processing consists of the TSDF,

mesh, hash table, UAV waypoints, target spray points on the
surface, and feature descriptors for the surface.

C. Painting Session

The flowchart for the online system is shown in Fig. 7. The
three components of the painting session are (a) initialising
the coordinate frame at startup, (b) waypoint traversal (c) the
painting itself.

1) Initialising the coordinate frame at startup: To be able to
use the 3D model plus associated meta-data such as waypoints
and target spray points obtained from the task planning stage,
we need a way to operate the UAV in the same global reference
frame as that of the pre-scan session. So, on startup, the
coordinate frame of the UAV is initialised by aligning it to the
coordinate frame of the stored 3D model as follows. The TSDF
and hash table of the stored 3D model are loaded. The UAV
scans the target surface for a few seconds using the SLAM
system, in an arbitrary coordinate frame determined by its
start location. The scanning is performed in reserve memory
in the GPU, and does not affect the loaded 3D model. A TSDF
is generated for the live view of the target surface which is
used to generate a point cloud with associated normals, and
the Relocalization Node computes the transformation between
the live point cloud and the stored 3D model.

For relocalization, global alignment between the live point
cloud and the stored 3D model is achieved using fast global
registration [17].10. ICP is then performed between the two
point clouds to refine the transformation. The computed trans-
formation is supplied to the Camera Tracking module of the
SLAM system as a pose alignment correction, thus putting the
SLAM system into the same coordinate frame as the stored
3D model. The transient scene data in reserve GPU memory
is discarded, and the SLAM system proceeds according to its
normal operation but with Depth Fusion turned-off (since the
3D model is not being updated).

2) Waypoint traversal: Waypoints for the painting mission
are part of the meta-data computed earlier during the task
planning. These waypoints are input to the Path Planning
module, which performs polynomial trajectory optimization to
generate feasible polynomial trajectory segments for the UAV

10There are alternative ways to realise this stage in our application, for
example the UAV may be starting from an approximately known position,
which is a practical option that can be encoded in the meta-data for the
stored 3D model.
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Fig. 7: Flowchart indicating individual modules and data transfers involved in the online SLAM pipeline. Only showing relevant
modules. Please refer to [13] for a full description.

. The implementation is based on [18] with extensions to the
non-linear optimization described in [19]. The optimization
is performed such that the snap space of the polynomial
segments is continuous, while respecting the constraints on
maximum UAV velocity and acceleration. After receiving a
high level input from the base station to initiate painting, these
polynomial segments are sampled by the Trajectory Sampler
module to obtain feasible reference waypoints for the Position
Controller (Fig. 5d).

3) Painting: During waypoint traversal, the direction of the
spray gun is adjusted using the PTU to direct paint at the
target spray points on the surface, as described in Section V-C
(Fig. 5e). The UAV motion is coupled to the control of the
PTU by defining a velocity vref = ℘/ttraj , where ℘ is the
total length of the painting curve on the surface, and ttraj is
the estimated time for executing the full trajectory, as obtained
from the Path Planning module. Iterating through the target
spray points at vref ensures that the drone trajectory and
painting proceed in a coupled way and terminate at the same
time, assuming that the UAV is moving at uniform speed. The
latter assumption is not guaranteed but the PTU has a large
workspace, and the system is able to compensate for deviations
in the UAV’s speed from the average speed.

VII. EXPERIMENTAL RESULTS

The system has been tested in simulation and in real-world
indoor experiments. Simulation tests were performed using
the RotorS [20] gazebo simulation platform. Indoor tests used
either the Vicon motion capture system11 or the SLAM system
for localization - in the remainder, it is stated explicitly when
SLAM is used. At take-off, AprilTag fiducials [21] viewed by
a downward-facing camera are used to supplement the SLAM
system. This was needed to remove accumulated drift during
take-off due to drastic scale changes in the downward facing
camera. This is special-purpose, used for robustness at launch
only. Most of the paintings are done with water instead of
paint. A FLIR thermal camera12 is used to show the spray
pattern on the surface. The work of this paper can be illustrated
with water spraying, and that is much more convenient to
use. Nevertheless, in Section VII-D, we provide a result when
actual paint is used. Outdoor experiments are future work -

11https://www.vicon.com/
12https://www.flir.com/
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Fig. 8: SLAM position estimates as compared with ground
truth. The average RMS error (in red) is about 7cm.

items to be investigated are the effects of wind, and the effect
of a longer tether length.

In the remainder of the section, quantitative and qualita-
tive experimental results are provided for area fill and for
line painting. Various representational designs are painted to
demonstrate line painting - this differs from our application
goal which is to paint abstract themed/styled texture, however
the representational line painting aids evaluation.

A. Tracking Accuracy

During painting, the spray gun is positioned in the 5-15cm
range from the rock surface. For line segments to have uniform
line thickness on the surface, a constant distance (about 10cm)
of the spray gun from the surface is maintained.

The quality of the painting result depends on the accuracy
of camera tracking, and a comparison of the pose estimates of
the SLAM system with ground truth from the Vicon motion
capture system is shown in Fig. 8. The trajectory is more than
150m in total length and is several minutes long with several
sharp accelerations. The total Root-Mean-Square (RMS) error
is around 7cm, indicating that the SLAM tracking accuracy
is precise enough for the UAV to operate in close proximity
with the target surface.

B. Painting Accuracy

Three different metrics are used to evaluate the accuracy
of a painted pattern. For the first metric, the location of the
physical spray pattern on the surface is inferred by intersecting
the spray gun direction with the 3D model of the surface
throughout the mission. (The nozzle produces a conical spray,
and the axis of the cone is intersected with the 3D model). This
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Fig. 9: Results for painting accuracy during line painting.

inferred spray pattern is compared with the pre-specified spray
pattern, and a plot of error over time is shown in Fig. 9a. This
is a typical experiment, and the error in the spray location is
almost always within 4cm and the RMS error is 2.12cm. The
second metric is the error in actual yaw and pitch of the spray
gun during the experiment compared with the desired yaw and
pitch at each time instant. This is shown in Fig. 9b. The error in
both yaw and pitch is almost always within ±5◦, with the RMS
error of 2.05◦and 3.94◦in yaw and pitch respectively. Due to
the conical nature of the spray, to get uniformly thick line
paintings, it’s crucial that the nozzle stays at a fixed distance
from the target surface. So, as a third metric, we compare the
error in nozzle’s distance to the target surface. This is shown
in Fig. 9b. The error in distance from the surface is almost
always within ±5cm, with a standard deviation of 1.88cm.

The PTU is needed for painting in concavities, in which case
the system aligns the spray direction as nearly as possible with
the surface normal. The PTU also allows dexterity in doing
painting without needing to do aggressive UAV maneuvers. To
evaluate the contribution of the PTU, the spraying accuracy is
compared with and without an actuated PTU. Fig. 9a shows
that spraying accuracy degrades by almost 4 times when the
PTU is not actuated. Further, one can see jumps in error when
using a non-actuated PTU (between 90-95 and 105-110 s),
which is not the case when using an actuated PTU. This
happens when the UAV passes through curved regions on the
target surface where the need for an actuated PTU is more
evident.

C. Need for a Dense 3D Model

This section describes how having a dense 3D model of
the target surface is essential to painting quality. During Task
Planning, the 3D model is used in the generation of the
UAV trajectory that ensures it is at all times close to the
target surface. But further, the dense point normals are used
to determine spray gun orientation, to ensure that paint is
sprayed in a direction normal to the surface. This generates
a uniform painting result even on a surface with convexities

(a) User pro-
vided pattern

(b) Painting result
when 3D model is
not used

(c) Result from our
approach that uses
the 3D model

Fig. 10: Improvement in painting quality by using 3D model.

and concavities. In a scenario where the dense 3D model is not
available, one can imagine performing an experiment where
the UAV follows the provided painting pattern in a 2D plane
close to the target surface with the spray gun always pointing
forward. This particular experiment is chosen as a baseline to
compare our approach. Fig. 10 shows a qualitative comparison
of the painting result obtained from the baseline experiment
versus our approach for a given pattern. The latter performs
significantly better, justifying the approach and the need for a
dense 3D model of the target surface.

D. Qualitative Results

Fig. 11 shows examples of area filling and line painting
in thermal imagery. Fig. 11a, 11d are painted on a 3D rock
surface, whereas, Fig. 11b, 11c are painted on a flat surface.
This shows the adaptability to different target surfaces.

VIII. CONCLUSION

This paper has described the PaintCopter, an autonomous
UAV for spray painting. The motivation is to do accurate
themed/styled painting on 3D surfaces, while avoiding the
need for scaffolding and ladders. We demonstrated the ability
to do area fill painting in order to lay down a base color on a
3D surface, and line painting to overlay striations. A key future
challenge is to paint color gradients. In summary, this paper
has defined a general formulation for the robotic spray painting
problem, has described challenges and proposed solutions, and
hopefully has provided valuable insights into the problem by
showing a full pipeline and experimental results.
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