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ABSTRACT

To feel novel and engaging over time it is critical for an autonomous
agent to have a large corpus of potential responses. As the size and
multi-domain nature of the corpus grows, however, traditional
hand-authoring of dialogue content is no longer practical. While
crowdsourcing can help to overcome the problem of scale, a diverse
set of authors contributing independently to an agent’s language
can also introduce inconsistencies in expressed behavior. In terms
of affect or mood, for example, incremental authoring can result
in an agent who reacts calmly at one moment but impatiently
moments later with no clear reason for the transition. In contrast,
affect in natural conversation develops over time based on both
the agent’s personality and contextual triggers. To better achieve
this dynamic, an autonomous agent needs to (a) have content and
behavior available for different desired affective states and (b) be
able to predict what affective state will be perceived by a person for
a given behavior. In this proof-of-concept paper, we explore away to
elicit and evaluate affective behavior using crowdsourcing.We show
that untrained crowd workers are able to author content for a broad
variety of target affect states when given semi-situated narratives
as prompts. We also demonstrate that it is possible to strategically
combine multimodal affective behavior and voice content from the
authored pieces using a predictive model of how the expressed
behavior will be perceived.

CCS CONCEPTS

• Information systems→Crowdsourcing; •Human-centered

computing→ Natural language interfaces; Collaborative content
creation; • Computing methodologies→ Intelligent agents;
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1 INTRODUCTION

Autonomous characters that can interact with the same individuals
repeatedly over time presuppose extensive cross-domain knowl-
edge and a varied corpus of responses to choose from in all sit-
uations. Producing and maintaining such a corpus using expert
authors is infeasible given the time and resource constraints of
most organizations. In response, crowdsourcing platforms to author
agent behavior have become attractive to system builders as a po-
tential solution to the problem of scale [9–11]. While the variability
in responses authored by crowd workers ensures conversations feel
natural and non-repetitive over time, it simultaneously introduces
a different set of challenges: combining dialogue lines generated by
hundreds or thousands of crowd workers with different personali-
ties, vocabulary and writing style into an artificial agent so that it
feels like interacting with one consistent personality.

In this paper, we investigate whether crowdsourcing can be used
to effectively generate multimodal behaviors that create a consis-
tent development of affect over the course of a conversation. In our
sample scenario, a Pepper robot [2] is at a science fair in Los Angeles
where it asks visitors to help pick a souvenir for its (robot) boyfriend
at home. The robot has either an optimistic (OPT) or impatient
(IMP) target personality: OPT is intended to be “lighthearted, op-
timistic, and determined to find the fun in every situation," while
IMP should be perceived as “quick to overreact with little patience
for life’s imperfections." We hand-picked two affective states from
Russel’s affect model [23] that match our scenario narrative. The
robot can get excited about the visitor’s or its own suggestions, or
frustrated if they cannot agree on a good souvenir to buy. While
each personality can make use of both affective states, the affect
intensity and development over time would naturally vary between
them. Fig. 1 illustrates a potential emotional arc for each personality
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Figure 1: Sample of desired development of the agent’s af-

fective state in a task-related dialogue for an optimistic and

impatient personality.

when exposed to the same visitor responses. While theOPT person-
ality starts out quite excited and has a boost of excitement for every
new souvenir suggestion, eventually the agent gets slightly frus-
trated about continuous failures. The IMP personality, on the other
hand, begins with neutral affect and changes to a mildly frustrated
state after the first bad suggestion by the visitor.

Although a satisfying narrative arc can be authored for the agent
in advance, its unfolding is highly dependent on the context and
conversational goals. The challenge is to create a corpus of multi-
modal behaviors that allows choice in the next conversational turn
according to the hand-authored target affect, at any point in a given
conversation and for any current affective state. Obviously, the size
of the target corpus needs to be significantly larger compared to
a simpler agent where the affective state is not a constraint. This
makes crowdsourcing for corpus generation an attractive approach.

In Sec. 3, we start our investigation by examining whether un-
trained crowd workers are able to author lines for given target
affects and show that crowdsourcing can, indeed, be used to col-
lect such conversational content in different intensities. While the
approach we use was successful, it was also expensive, causing us
to consider ways we might reduce the size of the corpus without
compromising its effectiveness. Thus in Sec. 4, we suggest reusing
affective utterances across personalities and find this useful for
handling affective states that occur seldom in one personality but
more frequently in another. Then, in Sec. 5, we explore a second
technique, demonstrating how re-combining authored content with
multimodal behavior can be used to broaden the perceived affective
intensity of a given line.

2 RELATEDWORK

Approaches to generating content for conversational agents have
turned from pure rule-based to data-driven in recent years. While
all data-driven approaches rely on huge corpora for training, they
make use of that content via one of two different paths: either they
use full sentences that were authored by crowd workers directly
[4, 9–11], or they train stochastic models to produce new language
content based on the underlying characteristics of the corpus. Wen
et al. [27], for example, use Long Short-TermMemory (LSTM) neural

Figure 2: Personality-driven inconsistencies seen in conver-

sations from an earlier data collection [18].

networks to generate naturally varied responses for an information
system. Li et al. [14] go further, proposing the use of Maximum
Mutual Information (MMI) as the objective function to improve the
rather generic responses generated using traditional LSTMs.

Both data-driven approaches have in common that they occa-
sionally introduce inconsistencies when using the data in real inter-
actions. Li et al. [15] mainly discuss inconsistencies in the elicited
content. They introduce the idea of two Persona-Models, one for
the speaker and one for the addressee to which the speaker can
adapt. Breazeal et al. [4] encountered inconsistencies when directly
using crowd authored content as well, for example when the robot
asked a dialogue partner to execute a certain task in a collaborative
scenario and then moments later expressed lack of interest in the
outcome of that task. Such inconsistencies produced lower ratings
for clear communication and predictability of the agent.

Another type of problem is inconsistency in the agent’s per-
sonality because “People attribute personalities to conversational
agents, strongly influenced by social expectations, whether or not
a particular personality was designed deliberately” [5]. To accom-
modate this reality, in previous research we have explored the
use of explicit descriptions of personality when crowd-authoring
an agent’s conversational content [18]. It was demonstrated that
giving crowd workers semi-situated narratives with a personal-
ity description could elicit content that was perceived as one of
two distinct personalities over repeated face-to-face interactions.
Although those results indicated that building more consistent per-
sonalities using crowd-sourcing is possible, it was also found that
crowd workers had a tendency to overreach personality markers in
the authored lines. For example, requests to author a greeting for an
IMP personality elicited several harsh opening lines. Even though
the IMP personality was intended to give the overall impression of
impatience, an overreaction still requires some trigger to appear
natural in a conversation. The use of harsh language without a
trigger event led to inter-dialogue inconsistencies as shown in Fig. 2
(left). The problem is not exclusively a distance effect across turns.
Because the agent had no measurement for the strength of person-
ality markers in the given lines or the affective state that would
be communicated, recombination of their efforts in situ also led
to intra-dialogue inconsistency, with the agent’s affect changing
rapidly within turns, as in Fig. 2 (right).

The reason for those inconsistencies seems to lie in the nature of
the narratives given to the crowd workers; in order to use elicited
lines in multiple, albeit similar contexts, the authors are presented
with only very limited history and thus cannot ensure a consistent
development of affect within the personality. Hence, the agent



needs an explicit model of affect it can present to the authors in
order to resolve inconsistencies in the affective state.

Prior studies in human-robot interaction (HRI) have looked at
signaling affect through the combination of conversational content,
non-linguistic utterances, and full-body behaviors [6, 7, 22, 24, 25].
However, the integration has predominantly been hand-authored
by experts, which does not scale to large domains. Crowdsourcing
affective behavior has been used before (see [17] for a discussion),
mostly in video data collection, but also in written content creation
and by assigning affective labels to given stimuli. Ravenet et al. [21]
developed an online system to allow crowd authoring of non-verbal
behavior for a virtual agent’s attitude. While they could find pat-
terns in the facial expressions and gestures used by crowd authors,
they did not focus on the perception of the created behavior.

In the studies that follow, our goal is to efficiently extend a
conversational agent with an explicit model of affective state by
combining concepts from the literature on signaling affect in HRI
and crowdsourcing conversational content. We thereby contribute
to solving the problem of inconsistencies in data-driven approaches
for dialogue content generation and provide useful insights for both
developers designing traditional agents and those already using
crowdsourcing techniques.

3 AUTHORING AFFECTIVE LANGUAGE

The overarching aim of our work is to develop and evaluate a
method of eliciting multimodal affective behavior using crowd-
sourcing. In this paper we focus in particular on the question of
consistency of expression. While it has been shown that untrained
crowd workers are generally able to author dialogue content [9–
12], and can, further, author personality-specific content [18], it
is unclear if we can elicit enough variety in the affect to follow a
logical set of affective transitions, for example as in Fig. 1. Thus,
we start our investigation with the following research question:
RQ1 Given personality descriptions with specific affective states

as part of a narrative, can crowd workers generate dialogue
lines covering a broad spectrum of affect intensity?

3.1 Method

The context for the study is a collaborative scenario in which the
communication of the robot’s satisfaction level is core to solving
the task. The narrative places the robot in a booth at a science fair
with the goal of engaging visitors in a conversation. After a brief
phase of chit-chat, the robot introduces the task to be solved, which
is picking a souvenir to bring home to the robot’s boyfriend. To
create a satisfying experience, the dialogue should follow the affect
graph as in Fig. 1. A three-stage crowdsourcing pipeline similar to
[12] was used to automatically generate the affective content:

1. Dialogue Authoring: Crowd workers were given a narrative
as shown in Fig. 3 and asked to author a line to continue the conver-
sation for a given personality (IMP orOPT) and affective state. The
affective state consisted of an affect type (excited or frustrated) and
a modifier (“not at all”, “slightly”, “extremely”). In some narratives,
the affective state was omitted to serve as a baseline for comparison
(the personality was still shown, so authors provided their own
interpretation of the current affect). In [Task1] crowd workers were
explicitly given directions for the robot’s response (accept or reject),

while in [Task2] and [Task3] they could invent content as long as
they satisfied the personality and affect constraints.

2. Dialogue Editing: Because the content is authored by un-
trained crowd workers, quality must be checked before using the
work in an interactive agent. Thus, a second set of crowd workers
saw the same narrative, personality and affect descriptions and
were asked to rate how ordinary and typical each line was for the
given personality. The rating was performed on a five point Likert
scale, with an additional possibility to mark the line as nonsensical.
Crowd workers were given 10 lines to rate per task and every line
was rated by 30 different workers. Lines that were rated as nonsen-
sical by more than 5 raters (20%) or that received an average rating
of lower than 2.66 were discarded.

3. Affective Rating: The first two stages of the pipeline pro-
duce lines that make sense in context and are intended to express a
desired level of the named affect for the specified personality. The fi-
nal stage evaluates how the level of affect will actually be perceived.
In particular, crowd workers read the narrative and description of
personality, but were not given the original target affect. They were
asked first to classify the dialogue line as excited or frustrated, and
then to rate the degree of the selected emotion on a scale from not
at all to extremely.

3.2 Evaluation

We select three distinct points at which to evaluate the robot’s
potential affective responses in the chosen conversational scenario
(Fig. 1, Fig. 3):

• [Task1]: The visitor makes the first proposal of a potential
gift, which the robot might decide to reject or accept.

• [Task2]: The robot makes a counter-proposal, which is in
turn either liked or disliked by the visitor.

• [Task3]: A short episode of chit-chat about the convention
hall and the weather outside, which would be mostly used
in the beginning of the conversation.

[Task1] and [Task3] are designed to explore the full range of
affective responses, while in [Task2] the content of the visitor’s
response implies the robot’s logical reaction to it. For every condi-
tion, we also generated narratives without an explicit target affect.
Those narratives were designed to enable comparison of the range
of affect elicited with and without an explicitly stated target affect.
In total, the design leads to 58 unique task descriptions. For each
task, 30 crowd workers authored a line for the robot to continue
the conversation, resulting in 1740 lines for our evaluation.

To understand if the 1740 lines elicited in Stage 1 are appropriate
for the given personality and successfully convey the target affect
state, all lines were evaluated by 30 crowd workers each in Stage
2 (editing) and Stage 3 of the pipeline (affective rating). Every as-
signment contained 10 content lines to rate, leading to 174 unique
Human Intelligent Tasks (HITs). This results in 10440 assignments
(174 HITs · 30 assignments each · 2 stages) in total to answer RQ1.

3.3 Pre-Processing

Frustration and excitement are not two opposing affects on a con-
tinuous scale and were not presented to crowd workers as such.
Even though every affective state and intensity was mapped from



Figure 3: Narratives, descriptions, target personality and affect for all three tasks used in our evaluation. In total, this leads to

58 unique combinations. Note that “Laker’s” remains uncorrected, as collected from the crowd workers.

the crowd workers’ qualitative scale to a unique number – frus-
tration ranging from 1 (not at all) to 5 (extremely) and excitement
ranging from 6 (not at all) to 10 (extremely) – we do not summarize
the data across the two types of affect. Instead, we first compute
the dominant affect judgment for a line, then compute the average
and variance only over the ratings for that affect type. Thus, if a
line was dominantly rated as excited/frustrated, the average and
variance is only computed over those ratings that were performed
on the respective scale. Those lines with an agreement of less than
60% were labeled as “undecided”. This preprocessing stage reflects
our intended purpose: a general method by which we can generate
a large corpus of utterances to be deployed effectively across any of
a set of given emotional arcs. The ability to select the subset of the
data that best serves that purpose is one of the strong motivations
for using an overly generative approach like crowdsourcing.

3.4 Results

We evaluate the success of crowd authoring affective content using
three metrics. First, we analyze how many utterances are rejected
in the editing stage. While including the affective state explicitly
alongside the personality enables more efficient authoring, it may
also make the task too difficult for untrained crowd workers. As a
consequence, a high rejection rate would make the pipeline ineffi-
cient and impractical for an actual agent interaction. We find that
adding a target affect to the narrative does not lead to a significantly
higher rejection rate and thus does not decrease the efficiency of the
crowd authoring pipeline. 5.0% of the lines without a target affect,
6.5% authored for frustration, and 6.9% for excitement were rejected.
Moreover, a 3x2x3 ANOVA analysis with task ([Task1], [Task2],
[Task3]), personality (IMP, OPT) and affect (frustrated, excited,
none) as factors showed no effect of the affect-driven (N = 1440)
versus non-affect-driven narratives (N = 300), F (2, 1722) = 0.581,
p = .506, and the personality, F (1, 1722) = 1.391, p = .238.

Next, we consider whether crowd authors were able to convey
the intended target affect in the utterances they produced. In spite
of some problems with the interpretation of the modifier “not at all”,
the perception of the majority of content lines matched the original
task description. We performed the same 3x2x3 ANOVA analysis
on the results from the affective rating stage after filtering out
the lines that were rejected in the editing stage. There was no
significant influence of the type of affect on the recognition of
the intended affect, F (1,1331) = 0.352, p = .553. However, only
two thirds of all utterances (63.4% for excited, 64.9% for frustrated)
got the intended affect assigned and only a third of all lines that
were authored using the modifier “not at all” were recognized as
intended. This suggests that crowd workers interpreted “not at all
excited” to be rather frustrated and vice versa. If we only consider
the other two modifiers, 80% of the lines were ascribed the intended
affect. While the affect alone does not have a significant influence
on the recognition rate, the interaction between personality and
affect is significant, F (1, 1331) = 73.128, p < .001. A Tukey Post-
Hoc analysis suggests that those lines that were authored with
less natural combinations of personality and affect (frustration for
OPT and excitement for IMP) were recognized correctly less often.
The ANOVA analysis showed an additional significant influence
of the task on the recognition rate, F (2, 1331) = 12.018, p < .001:
the intended affect was significantly less often ascribed in [Task1]
compared to both [Task2], p < .001, and [Task3], p < .001, which
is likely due to specifically low recognition rates for lines with very
unnatural task descriptions, like “reject extremely excited”.

Finally, we show that the modifiers manipulate the perceived affect
as intended. An ANOVA analysis with the affect modifier as a factor
was performed separately for the lines predominantly perceived
as excited and frustrated. For both affects, the modifiers had a
significant influence on the average affect rating. For excitement,
F (2, 583) = 110.1, p < .001, the modifier “extremely” (M= 8.4, SD=
0.57) was perceived as significantly more excited than “slightly”
(M= 7.68, SD= 0.56), p < .001, and “not at all” (M= 7.61, SD= 0.57),



Figure 4: Distribution of the content lines according to their

perceived affect type and intensity for the OPT personality.

p < .001. The difference between “slightly” and “not at all” is
not significant, p = .414. Results for frustration are similar, F (2,
602) = 67.12, p < .001: lines authored with the modifier “extremely”
were rated significantly more frustrated (M= 2.83, SD = 0.55) than
both the lines authored with “slightly” (M= 2.46, SD= 0.42), p <
.001, and “not at all” (M= 2.32, SD= 0.39), p < .001. The difference
between “slightly” and “not at all” is also significant, p = .006.

The results suggest that crowd workers are indeed able to suc-
cessfully author agent responses for a given target affect. However,
our approach certainly puts additional workload on the authors. In
order to justify this, we need to be able to generate a broader variety
of target affect intensities with affect-driven narratives in compari-
son to traditional, non-affect-driven narratives. While the overall
distribution across both personalities and all tasks is comparable,
our approach is favorable when it comes to authoring affective
states that are counterintuitive for a given personality or task. Fig. 4
demonstrates the distribution of perceived affect for lines authored
for the OPT personality using affect-driven and non-affect-driven
narratives over all three task conditions. With non-affect-driven
narratives, we elicited few frustrated lines on the lower end of the
intensity scale. Only with the affect-driven narrative were we able
to collect the full spectrum of affect intensities. In other words, if
we do not give crowd workers an affect we get the default for the
personality given the context. If we do give them an affect we can
get the full range, but the further we get from the default, the more
difficult the task and higher the rejection rate.

4 REUSING CONTENT ACROSS

PERSONALITIES

In the previous section, we found affect-driven narratives to be
promising for collecting a corpus of dialogue lines with a broad va-
riety of affect states and intensities.While wewere able to show that
we can elicit dialogue content even for less obvious combinations
of personality and affect, like frustration for the OPT personality,
we also need substantially more resources to elicit such an agent’s
responses to cover the full range of affect. To make our approach
more attractive given limited resources, we want to decrease the
number of required content lines by not exhaustively generating
content for the full space of affect and situation combinations. One
solution to keep a conversation going in a new context is to reuse
content from similar, known situations [8]. Introducing personality
and affect potentially restrict which content can be borrowed: if a
frustrated affect is to be conveyed, it is unlikely that a line elicited
in an excited context can be used. However, as shown in Fig. 1,

Table 1: Affect perception for reused conversational content.

original perceived when reused

affect excited frustrated undecided

IMP

excited 257 6 8
frustrated 14 340 33

OPT

excited 398 8 36
frustrated 5 222 14

certain affective states are more common for some personalities
than others. Thus, we aim to reuse content across personalities and
predict how that influences the perceived affective state.
RQ2 Can affective conversation content be reused across person-

alities and if so, how does reuse influence the perceived affect
of the content?

A 3x2x3 ANOVA analysis of the results from the affective rat-
ing stage on the data used in Sec. 3 shows that the personality
has a significant influence on the perceived affect of a content line.
For frustration, F (1,593) = 41.647, p < .001, lines authored for the
IMP personality were on average perceived as an intensity of 2.62
(SD = 0.52), while lines authored for the OPT personality only re-
ceived a 2.39 (SD= 0.46). Similarly for excited lines, F (1, 574) = 8.760,
p = .003, those authored for the OPT personality were on average
perceived as an intensity of 7.95 (SD= 0.66) and lines for the IMP

personality as 7.82 (SD= 0.67). If those differences are systematic,
an agent could successfully reuse lines across personalities.

4.1 Evaluation

To evaluate the feasibility of reusing content across personalities
we use the same 1740 Stage 1 lines elicited in Sec. 3.2. However,
for Stages 2 and 3 in the pipeline, we exchanged the description of
personality: lines that were originally authored for theOPT person-
ality were ascribed to IMP and vice versa. All lines were evaluated
by 30 crowd workers in both of the latter stages, leading to 10440
assignments each containing 10 lines (174 HITs · 30 assignments
each · 2 stages) to answer RQ2.

4.2 Results

For lines that were neither rejected for the original personality nor
for the one reusing the line, a Wilcoxon signed rank test showed
no significant difference in the recognition rate of the target affect,
V = 2050, p = .088. When reused, 69.24% of the lines that were
authored for excitement (82.95% without “not at all” modifier) and
64% that were authored for frustration (85.07% without “not at all”
modifier) were also recognized as the intended affect description
in the rating stage. A Wilcoxon signed rank test also revealed that
the perception of affect intensity is not significantly different between
the original personality and the one reusing the line, V = 580680,
p = .128. In addition, Table 1 demonstrates that there are only a
few lines which switch the perceived affect when being reused.

When excluding lines that were rejected for the original per-
sonality description and those that switch the perceived affect, the
original perceived affect is the closest approximation to predict the
affect intensity when reused (Fig. 5). The overall error calculated
using ten-fold cross-validation is 0.24, which is sufficiently high



Figure 5: Spearman rank-order correlation between the per-

ception of affect in the lines with the original and switched

personality. The brighter the color of a data point the higher

the density of observations at that point.

considering 99.7% of all content lines with the original personality
have a higher variance between the individual ratings per line.

Even more important than conveying the intended affect is that
an agent does not use lines that are inappropriate and thus re-
jected for a given personality and context. A paired Wilcoxon
signed rank test showed that there is a significantly higher reject
rate when reusing lines across personalities, V = 3960, p < .001. For
the original personality description 6.4% of lines were rejected in
the editing stage, while 10.3% are discarded if the other person-
ality reuses the same line. If we assign the authored line to the
opposite personality, both the affect, F (2,1722) = 5.665, p = .004,
personality, F (1,1722) = 28.305, p < .001, and interaction between
them, F (2,1722) = 9.933, p < .001, have a significant influence. Inter-
estingly, 15.33% of the lines without any given affect are rejected,
which is significantly more than both for the excited (10.1% rejected,
p = .03) and the frustrated affect (8.5% rejected, p = .002). 14.14%
of lines originally authored for IMP are rejected when used for
the OPT personality, while only 6.55% originally authored for OPT
are rejected when used by the IMP personality. Lines originally
authored for the IMP personality with no affect description given
were rejected significantly more often than all other combinations
of affect and personality,p < .001 for all combinations. This is likely
because those lines are quite harsh without an explanatory target
affect given, so people find them inappropriate when assigned to
the OPT personality.

5 MULTIMODAL COMMUNICATION OF

AFFECT

In Sec. 3 we demonstrated that it is possible to use a crowdsourcing
approach to elicit affective conversational content. By borrowing
utterances across personalities (Sec. 4), we can decrease the bur-
den on crowd authors by avoiding unintuitive combinations of
personality and affect. This also lowers the resources necessary to
effectively use this approach.

In a situated interaction, however, the perception of an utterance
is not just influenced by its content. The voice tone and non-verbal
behaviors used by an agent can potentially increase or decrease
its perceived affective state. This is interesting for system builders,

because even if borrowing across personalities, we cannot expect
the agent to always have a novel content line specifically for the
target affect level available in any situation. Thus, we are interested
in understanding how enriching the dialogue content with multi-
modal behavior can influence the perception of the content and
whether we can strategically use the multimodal delivery of a line
to broaden our set of available affect intensities to meet the desired
emotional arc. And, again, if we are able to predict the perceived
affect of the re-situated multimodal content based on the percep-
tion of the separate parts involved, we may greatly decrease the
required crowdsourcing resources.
RQ3 How can the multimodal delivery of a dialogue line be used

to broaden the number of available affective states of the
agent?

5.1 Method

To explore RQ3, we use the humanoid robot Pepper [2] as a platform
with a typical level of expressiveness. Apart from verbal content,
Pepper’s voice tone and full-body movements can be controlled to
enhance the affect being expressed.

Voice tone: Pepper’s default voice is rather high-pitched and
fast, which according to [20] is characteristic for a happy voice. By
making some modifications, we aimed to create three voices with
different affective connotations. The default voice was taken as our
neutral baseline, the excited voice made use of the ‘joyful’ voice
tag, which creates an even higher pitch and different voice contour,
while the frustrated voice was manually given a lower pitch. We
evaluated the success of our voice tone design in a pilot study with
4 different HITs and 30 assignments each. The same HIT type de-
scribed in Sec. 3.2 was used, but with a video instead of written
stimulus. Videos were recorded in which Pepper synthesized one of
10 different sentences per personality in all three voice tones. The
sentences were originally authored for [Task1] and [Task3] and
selected so that a large variety of different affect intensities from
Stage 3 are represented. A two-way ANOVA with personality and
voice tone as independent variables showed a significant influence
of the voice tone, F (2, 54) = 10.38,p < 0.001, and no influence of
the personality. The excited (IMP: M = 8.37, OPT: M = 8.38) and
frustrated voice (IMP: M = 2.89, OPT: M = 2.72) were predom-
inantly perceived as intended. The neutral voice was within the
“undecided” spectrum, with a slight tendency towards excitement
(IMP: M = 7.52, OPT: M = 7.49).

Full-body movements: Affective full-body gestures were gen-
erated by an expert artist with professional experience in animated
character design. The artist was instructed to create expressive
behaviors that convey frustration and excitement that could be
used with congruent conversational content. Behaviors were de-
signed using the virtual embodiment in Choregraphe [1]. From
the gestures created by the artist, five were selected in a second
online pilot study: two excited and two frustrated gestures, each
with different intensities, and one neutral behavior. Again, 4 HITs
(one per personality and either one of [Task1] or [Task3]) with
30 assignments each were used to elicit ratings for the perceived
affect communicated by the gestures. Using a two-way ANOVA, we
found only an influence of the gesture, F (7, 16) = 6.22,p = 0.001,
and no influence of personality.



(a) Conversational content (b) Voice tone (c) Gesture

Figure 6: Spearman rank-order correlation of the perceivedmultimodal affect and the conversational content, tone and gesture

for theOPT personality and “excited” affect as a sample. Brighter colored data points represent higher density of observations.

5.2 Evaluation

We use the 433 dialogue lines elicited for [Task2] (480 original lines
minus 47 rejected in Stage 2) to evaluate the multimodal delivery of
dialogue content. For each of the lines we determine the perceived
dominant affect in the lines (Sec. 3.3). We then generate the multi-
modal combinations which contain matching affective markers for
the final evaluation: 214 lines of excited conversational content are
combined with both the neutral and two excited gestures. Each of
the three combinations is combined with the neutral and excited
voice tone, leading to 6 combinations to be evaluated. Similarly, 187
lines of frustrated content are combined with the neutral and two
frustrated gestures and the neutral and frustrated voice tone, lead-
ing to 6 combinations per line. 32 lines of content that are neither
dominantly excited nor frustrated are combined with both excited
and frustrated gestures and voice tone, leading to 11 combinations.

In total, we evaluated 2758 multimodal combinations of con-
versational content, tone, and gesture in the affective rating stage.
Again, 30 ratings were received per combination. The stimuli were
presented to crowd workers via video scenes with written tran-
scripts of the content. The robot was filmed in front of a dark blue
background, and professional lighting ensured good visibility with
minimal reflections on the robot’s body. A microphone invisibly
attached above the robot’s head accurately recorded its voice.

5.3 Results

We first consider the multimodal combination of those dialogue
lines where the content was originally perceived as dominantly
excited or frustrated (not undecided). Since we combined the con-
versational content only with matching and neutral multimodal
behavior, we expected that people would dominantly perceive the
same affect type as the conversational content when judging the
multimodal delivery of lines. Indeed, 92.56% of all lines matched the
perceived affect type of the conversational content. Less than 1%
(32/2758) of lines switched affective label; the remainder were not
clearly rated as excited or frustrated. Considering the 32 neutral
lines, 31 were indeed perceived as dominantly excited or frustrated
depending on the multimodal delivery. In 29.5% of all combinations
of content, voice tone and gesture, the multimodal delivery of an
undecided line is undecided again.

The results suggest that multimodal delivery is a practical ap-
proach to broaden the perceived intensity of affect for a single line
of content. The average difference between the lowest and highest
perceived average intensity for the same content line is 0.77 for
IMP and 0.93 for OPT. For those lines that did not switch from
one affect type to the other, we examined the difference between
the perception of the conversational content and the multimodal
perception of the same utterance. In 26.4% of lines the multimodal
delivery changes the perception only towards the less intense end of
the scale. In 16.5% the perception is only changed towards the more
intense end. In 57.1% the multimodal delivery can be perceived as
both more and less intense, depending on the exact combination of
voice tone and gesture. From those lines, the multimodal delivery
ranges between -0.38 and +0.47 for IMP and -0.6 and +0.43 forOPT
compared to the intensity of the conversational content alone.

For those lines that are dominantly perceived as excited or frus-
trated and that get the same affect type assigned in the multimodal
delivery as in the conversational content, we use linear regression to
predict the perception of the multimodal delivery. The linear regres-
sion receives the average rating, the variance and the percentage
of raters picking the dominant scale for the specific conversational
content, voice tone, and gesture as an input. Fig. 6 shows that the
conversational content, voice tone, and gesture are all significantly
correlated with the perception of the delivered multimodal line for
the OPT personality and “excited” affect.

For excited conversational content, the prediction error deter-
mined using ten-fold cross-validation is 0.25. For frustrated content,
the prediction error is 0.27. For both affect types, the prediction
error is lower than the naive baseline which always predicts the
affect intensity of the conversational content (excited: 0.58 average
error, frustrated: 0.37). With the average variance of ratings for the
multimodal stimuli being 0.79 and less than 1% of stimuli having a
variance less than 0.27, our prediction error falls within the natural
variance of almost all the stimuli in our training set.

6 DISCUSSION

Crowdsourcing conversational content for artificial agents is an
attractive approach to fulfill the demand of novel responses over
time and in different domains. However, a common problem in



such architectures are inconsistencies introduced by a variety of
different authors with different imaginations of what it means for
an agent to react appropriately in a given situation. In this paper,
we propose a method to minimize inconsistencies when it comes to
conveying affective state. Our results show that untrained crowd
workers produce a variety of dialogue content with different affect
types and intensities both for affect-driven and non-affect-driven
narratives (RQ1). However, the spectrum of affect is broader with
affect-driven narratives.

In this proof-of-concept, we picked three points in a sample
conversation that differed in content and constraints given to the
authors. Including pilot runs, a total of 2483 crowd workers partici-
pated in the studies presented in this paper. Our results suggest that
the less people can relate to the context description given, the more
difficulty they have in authoring for the given constraint. When
talking about the weather, significantly fewer lines (2.86%) were
rejected as inappropriate compared to the other contexts ([Task1]:
6.31%, [Task2]: 9.79%), F (2,1722) = 9.699, p < .001, presumably be-
cause being frustrated or excited about the weather is something
most people can easily relate to. Indeed, [Task1], when workers
were asked to reject a gift excitedly or accept a gift in frustration,
was the case in which the most lines were rejected and most mis-
matches between target affect and perceived affect were observed.
Again, we believe that people have less personal experience with
such behavior and thus struggle to author these content lines in a
meaningful way. This observation does not relate only to authoring
for target affect, but speaks to an inherent violation of the assump-
tions underlying semi-situated learning: the ability of the crowd
worker to substitute his or her own experience for the agent’s.

Results obtained in the second and third study further suggest
that both reusing lines across personalities and enriching dialogue
content with multimodal affective behavior can decrease the nec-
essary corpus size to implement our suggested model in an actual
agent. If the affect type does not change when re-using content or
re-combining multimodal content delivery, we are able to predict
the perceived affect intensity with a sufficiently high precision. The
main challenge remaining is to predict the infrequent occurrence
of affective “flips" - those lines that change the perceived type of
affect from frustration to excitement or vice versa when re-used in
another personality or when being re-combined with voice tone
and gesture. The fact that those flips occur very rarely is benefi-
cial for the agent, because it means that it is unlikely to occur in
a conversation and if it does, it likely will not happen more than
once. However, an agent that uses a line with flipped affect poten-
tially breaks the illusion of agency and intelligence, a fatal flaw in
maintaining believability [16]. Unfortunately, the class imbalance
makes it difficult to predict such flipped lines with high precision
and recall and the same holds for predicting lines that are rejected
when being reused by another personality. Future work is needed
to explore more sophisticated approaches to this problem.

Before the approach proposed in this work can successfully be
implemented in an agent, we also need to understand how semi-
situated perception online differs from fully-situated perception
face-to-face, especially when it comes to the multimodal delivery
of lines. Only if we can predict the situated perception of affect
with high precision can we follow a desired emotional arc such as
that shown in Fig. 1. While Li [13] suggests that physical presence

does generally influence peoples responses to an agent, more recent
work suggests that social presence is more important than physical
presence [26]. In a related study on recognizing emotions in Lego
figures, Bartneck et al. [3] found some differences between the
ratings given by crowd workers and those by on-site participants.
The majority of raters still agreed on the dominant emotion across
conditions, however, and Bartneck et al. argue that the observed
differences are mostly practically irrelevant. This gives confidence
that, even though perception in situmight differ, a mapping between
semi-situated and situated perception can be learned.

Our approach uses crowd authoring only in the generation of
conversational content. The decision of how affect should change
over the course of the conversation, as well as the design of voice
tone and expressive gestures, was done by experts. Nevertheless, we
believe that our approach scales to using crowdsourcing in other
parts of the system. With sufficient tools similar to [19], crowd
workers could alter voice tone and gestures to convey certain affect
using the same narratives. In addition, it would be interesting to
explore if we can automatically learn triggers for positive and neg-
ative affect changes using generic narratives without a personality
or affect given. By asking crowd workers for their own natural re-
sponse and then analyzing the affective rating, we could potentially
automatically detect triggers to change the affective state. Further
exploration is necessary to support these ideas.

In the future, we aim to fully expand the robot’s knowledge graph
using affect-driven narratives and test our approach in a long-term,
face-to-face interaction to understand if the agent’s affect is rated
as consistent and if people find the changes in affect natural. It
would also be interesting to evaluate how our findings translate to
even more expressive embodiments and multiple affect types and
how that might change the weight of gestures in the perception of
multimodal lines.

7 CONCLUSION

In this paper, we show that untrained crowd workers can success-
fully author affective dialogue content given affect-driven narra-
tives. This content can be combined with affective voice tone and
full-body gestures designed by an expert to broaden the perceived
affective intensity of the content. Using a simple linear regression,
we can predict the perceived target intensity of the multimodal line,
which drastically decreases the required crowdsourcing resources.
The spectrum of intensity given those two methods is sufficiently
large to react with a natural affect in every context in our sample sce-
nario. While crowd workers author content for a target affect that is
uncommon for a given personality less successfully, we introduced
and evaluated reusing of content across personalities as a suitable
solution to this problem. This work serves as a proof-of-concept,
making crowdsourcing for autonomous conversational agents more
attractive to designers by helping to overcome inconsistencies in
the communicated affect.
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